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Abstract


Today many tracking and surveillance systems show multi sensor configurations, which are
used to enhance the breadth of measurement and likewise to increase the capability of the
system to survive if any individual sensor fails. Currently, multi sensor systems rely on a
central processor where global data fusion takes place, or a central communication medium
through which all messages between sensors must be transferred. Such centralized archi-
tectures give rise to problems with communication and computational bottlenecks and are
susceptible to total system failure if the central facility should fail. Beside the high reliabil-
ity of a distributed multi sensor system it enables a new possibilities of signal processing for
enhancing target detection.


The objective of this article is to introduce multi sensor surveillance systems to understand
the basics of these networks, to stimulate new concepts, theories, and applications in this
area, and to give a background to the following lectures in the NATO SET-157 Lecture
Series: Multisensor Fusion: Advanced Methodologies and Applications.


The starting point for introducing multi sensor systems is given by looking closer into dis-
tributed radar network consisting of several transmitters and receiver units spread over an


0Weiß, M. (2010) Multi-Sensor Systems: Multiplicity helps. In Multisensor Fusion: Advanced Method-
ologies and Applications (pp. 1-1 — 1-14). Educational Notes RTO-EN-SET-157, Paper 1. Neuilly-sur-Seine,
France: RTO. Available from: http://www.rto.nato.int.abstracts.aps.
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area.


1 Introduction


Multi sensor networks are a promising technology that is attracting more and more re-
searchers and practitioners alike. Using sensors which are not affected by weather condi-
tions, time-of-day, or temperature, like radar or sonar systems, enables to keep an area under
surveillance continuously. Multi sensor systems are characterized by utilizing various sen-
sors to detect targets, classify and track them. Designing a distributed network using only a
single type of sensor, for instance radar or sonar, offers a new paradigm for signal processing.
Such an optimal multiple-input multiple-output (MIMO) radar network is characterized by
using multiple transmitters which simultaneously transmit diverse waveforms, which are or-
thogonal coded in the optimal case, and by utilizing multiple receivers to receive all reflected
signals. These networks offer the potential of enhancing resolution, improving interference
and jamming suppression, and fading migration. Furthermore, a single type sensor network
can significantly improve target detection, parameter estimation, as well as target tracking
and recognition performance.


Radar research is not a young research discipline. Christian Hülsmeyer was the first who
used radio waves to detect the presence of distant metallic objects, in 1904. He received
Reichspatent Nr. 165546 [1] for his pre-radar device, which he called telemobiloscope, in
April 1904. He demonstrated the feasibility of detecting the presence of a ship in dense fog
from the Hohenzollern bridge in Cologne, and later patent 169154 [2] for a related amend-
ment for ranging. Before and during the Second World War, developments by the British,
the Germans, the French, the Soviets and the Americans led to the modern version of radar.
The radar capabilities and usefulness were dramatically improved during the war. Robert
Watson-Watt demonstrated the capabilities of a working prototype to the British Air Min-
istry in January 1935 [3]. It served as the basis for the Chain Home air defence radar, the
first radar network consisting of separated transmit and receive antennas, which were sep-
arated by a few hundred meters. In these early days of radar history systems could easily
be jammed. To overcome this problem German radar engineers developed a system called
Klein-Heidelberg Parasit, making use of transmissions from the Chain Home coastal early
warning stations as a radar illumination source. The direct signal from the Chain Home trans-
mitter to the Klein-Heidelberg receiver served as a primary signal. The reflected signal from
the aircraft was the second signal. Due to the longer path of the reflected signal compared to
the direct signal the weaker echo signal possesses a time delay. From geometry the target is
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located on an ellipse with the transmitter and receiver antennas being in the focal points of
the ellipse. To determine the bearing angle of the echo the Germans used a direction finding
antenna. With the knowledge of bearing angle and time delay they knew the position of the
aircraft on the ellipse. This system gave the Germans a radar with a range of up to 400 km
and an accuracy in range of 1 to 2 km and in bearing of about 1 degree [4]. This scheme
benefited from several advantages: firstly it was completely covert and secondly it was very
difficult to jam, since conventional jamming would also have affected the operation of the
Chain Home network [6]. With Klein-Heidelberg the first operational bistatic radar system
was established. Over the years three resurgences at bi- and multistatic radar occurred. The
first in the 1950s and the second in the late 1960s, when data link transmitters on satellite and
ground-based receivers were used to investigate planetary surfaces. In the early 1990s the
third resurgence in bi- and multistatic radar systems started, which included a great deal of
interest in Passive Coherent Location (PCL) systems which use illuminators of opportunity,
like radio, TV, or mobile-stations.


Progress in technology has opened new features in radar systems, like in the 1960s the
phased-array antennas, allowing radars to instantly change search direction from pulse-to-
pulse. Furthermore computer capabilities have increased dramatically, which allows apply-
ing digital signal processing to radar processing, e.g. for adaptive array processing. Over the
last decade the progress in signal processing and wireless communication technology, where
data throughput and link range was improved, allowed radar designers to consider distributed
sensor networks based on Multi-Input Multi-Output (MIMO) techniques. [7]-[9]


MIMO radar systems illuminating the surveillance area simultaneously or in a time-
multiplexed way with orthogonal waveforms from different locations and receiving the re-
flected electromagnetic wave at spatially separated receivers, possess significant potential for
[10]:


• fading migration,
• higher resolution for collocated transmit and receive antenna,
• interference and jamming suppression,
• improved target detection, location, recognition, and tracking,
• higher sensitivity to detect slowly moving targets,
• possible widely separated transmit/receive antenna,
• better parameter identifiability due to joint estimation,
• orthogonal waveforms increases information in the same bandwidth,
• increased signal-to-noise ratio (SNR),
• increased electronic protective measures (EPM) capabilities.


Fig. 1 shows a distributed multiple-input multiple-output radar network. All nodes are trans-
mitting orthogonal waveforms and receive the echoes simultaneously. All receivers perform
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a pre-processing and transmit their results to a central processing system for data fusion.


Figure 1: A distributed multiple-input multiple-output radar network


2 Multi Radar Network Configuration


Many of the particular problems of a multi radar network configuration are a consequence of
the bistatic geometry where the separated transmitter and receiver introduce various modifi-
cations. In detail the bistatic geometry was analyzed by Jackson [5].


2.1 Multistatic Geometry


In a bistatic configuration the transmitter (TX) and receiver (RX) pair are generally separated
by a distance called baseline (normally denoted by L). A MIMO radar is nothing else than
a composition of a set of N bistatic TX-RX pairs. Each transmitter-receiver pair defines a
bistatic plane with the target. Hence, each new target defines a new bistatic plane. A mono-
static radar determines target range directly from the measurement of the signal travelling
time τ from the transmitter to the target and back to the receiver. In the bistatic case the
signal path it the sum R = Rt + Rr. Rt and Rr are now the range from target to TX and
RX, respectively. In general Rt 6= Rr. To estimate R from τ the receiver must know the
exact transmission time t0, which means that the Tx-Rx pair must be synchronized in time.
Furthermore the receiver must know transmitter location with respect to his own.
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A characteristic measure that describes the bistatic geometry is the bistatic angle β that is the
angle between vectors from the target to TX and RX, which defines the target’s position on
the isorange contour, as described in Fig. 2.


Figure 2: Bistatic geometry and notification


2.2 Radar Equation for multistatic Radar


The multistatic radar equation is derived in a similar way to that for a monostatic radar.
By the nature of a multistatic radar system, the potential SNR gains from all involved
transmit/receive-pairs by MN , where N is the number of transmitters and M is the number
of receivers. In the simplest form this is:


SNR =
N∑


i=1


M∑
n=1


PtGtx(i)Grx(n)σb λ
2


(4π)3 k T0B F R2
tx(i)R


2
rx(n)L


(1)


where Pt is the transmit power, λ is the radar wavelength, Gtx(i) is the gain of the transmit
antenna i, Grx(n) is the gain of the receive antenna n, σb is the bistatic radar cross-section
of the target, F is the receiver noise figure, Rtx is the transmitter-to-target range, Rrx is the
target-to-receiver range, k is the Boltzmann’s constant, T0 is 290 K, B is the signal band-
width, and L is the transmission loss. Each transmits-receive pair contributes to the overall
system SNR, resulting in the MN gain if all sensors are synchronized and coherent signal
processing takes place. In the non-coherent case the gain of the multi radar network is only
N .


Contours of constant SNR are loci corresponding to Rtx(i)Rrx(n) = constant, which fol-
low the lines of ovals of Cassini [5]. For monostatic radars the contours of constant signal-
to-noise ratio are circles, as shown in Fig. 3.
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Figure 3: Comparison between monostatic (left) and bistatic constant SNR. Baseline is 6 km
in the bistatic case.


2.3 Multistatic Doppler


Doppler shift depends on the motion of the target, transmitter, and receiver (see Fig. 2). In
general the equation can be quite complicated, as the time rate of change of the total path


Figure 4: Bistatic isodoppler contours


length from transmitter-target-receiver has to be taken into account [11]:


fD =
1


λ


[
∂


∂ t
(Rt + Rr)


]
=


1


λ


[
∂Rt


∂ t
+
∂Rr


∂ t


]
(2)


In the easy case when only the target is moving the Doppler shift fD can be determined by:


fD =
2 v


λ
cos(δ) cos(β/2) (3)
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where v is the velocity of the target, λ is the radar wavelength, δ is the angle of the target
velocity with respect to the bisector of the transmitter-target-receiver angle, and β is the
bistatic angle. Contours of zero Doppler are ellipses of constant bistatic range. Contours
of maximum Doppler are hyperbolae crossing the ellipses orthogonally [5]. Some special
cases of Eqn. (3) are shown in table 1. A moving target will not present zero Doppler to all


Table 1: Geometry dependent forms for Doppler shift of Eqn. (3)
δ β fD condition (geometry)


— 0◦ (2v/λ) cos δ monostatic
0◦ 0◦ (2v/λ) monostatic
0◦ — 0 forward scatter
±90◦ — 0 v⊥ to bisector
±β/2 — 0 v points to tx or rx


0◦, 180◦ — ±(2v/λ) cos(β/2) v ⇒ bisector
90◦ ± β/2 — ∓(v/λ) sin(β) v⊥ to tx or rx LOS


receiving sites simultaneously but only to two receivers in a radar network. This can usefully
be exploited in multistatic radar systems.


2.4 Target Cross Section


The radar cross section (RCS) of a target σB in a bistatic scenario has been studied exten-
sively in [13]. As the measurement of bistatic RCS is a function of aspect angle and bistatic
angle the setup is more complex than for measuring the monostatic RCS.


It has been identified that three phenomena contribute to the bistatic RCS: (i) resonance
scatter, (ii) forward scatter, and (iii) specular reflection. For the monostatic RCS resonance
scatter and specular reflection apply, while the forward scatter appearance only in the bistatic
case.


A way to describe the resonance scatter effect is by the interference between the incident
wave and the creeping wave, which circles the target and either adds to or subtracts from the
total field on the leading conductive surface. For instance, a conducting sphere of radius a
shows resonances in the region 0.5 < 2πa/λ < 10. If the wavelengths are in the order of
discrete object dimensions, for example fuselage, wings, tail of an aircraft, the net result of
the resonance can significantly enhance RCS, when compared to the optical region, which
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Figure 5: Monostatic radar cross section [RCS] of a perfectly conducting metal sphere as a
function of frequency (computed by Mie theory)


for the sphere starts at 2πa/λ > 10. Fig. 5 illustrates these effects for an perfectly conducting
metal sphere [14].


If the target is near the transmit-receive baseline, the forward scatter effect dominates (see
Fig. 6). While range information of the target cannot be obtained, due to the same time-
delay of the direct and reflected signal, the forward scatter effect gives rise to a substantial
enhancement in RCS, even for stealthy targets. An easy explanation can be given using
Babinet’s principle, which describes that a perfectly absorbing target will generate the same
forward scatter as a target shaped hole in a perfectly conducting screen. The forward scatter
RCS is approximately σB = 4πA2/λ2, where A is the target projected area, and the angular
width θB of the scattering will be in the order of λ/d radians, where d is the target linear
dimension.


Fig. 7 shows how these vary with frequency, for a target of the size of a typical aircraft,
and shows that frequencies around VHF and UHF are likely to be optimum for exploiting
forward scatter [6].


The third phenomenon in bistatic RCS is specular reflection, which occurs by tilted surfaces
or facets on stealth platforms that have purposely been designed to be directed away from
expected monostatic radar locations. By choosing the locations of the bistatic stations care-
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Figure 6: Illustration of forward scatter
geometry


Figure 7: Forward scatter RCS 4σB and
angular width θB of scatter for a typical
small aircraft target (A = 10m2, d =


10m) [12]


fully these off-normal speculars of large amplitude can be detected and tracked or networked
together to support some level of engagement. As well chosen bi- and multistatic geome-
tries are required and the received flashes will be of short duration, it seems very optimistic
to ascribe more than a fence-type alerting and coarse indication capability when exploiting
specular reflections from stealth aircraft.


3 Types of multistatic radar networks


The interest of system designers in multistatic radar networks is seen in their enormous po-
tential. Beside relatively simple designs, such as the case with a single illuminator and two
receivers, extremely complex geometries can be constructed, with high demand on commu-
nication, processing and complex algorithms.


Examining the transmitter and receiver operation, a multistatic network can be divided into
three principle categories of operation:


1. monostatic operation,
2. bistatic operation, and
3. any combination of the first two categories.


In the monostatic case, each radar transmits a specific waveform and receives and evaluates
only the echo generated by this signal. In a multistatic radar network a minimum of one
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illuminator and N spatially separated receivers observe a common area. Each transmitter-
receiver pair is in fact a bistatic radar. In the general case each node in the network acts as
a transmitter and as a receiver and represents a fully MIMO radar system. In this case, the
receiver accepts echoes from all reflected signals. Fig. 8 shows a schematic illustration of
these different topologies.


Figure 8: Modes of operation: The multiple monostatic case, the multiple bistatic case and
the fully multistatic case. The colored lines indicate the different waveforms used in each of
the cases.


A further categorisation is applicable, namely if a node in the multistatic network is active,
which means it is transmitting a dedicated signal, or passive. In the passive mode the receiver
exploits illuminators of opportunity such as TV or radio broadcasts. Combining active and
passive modes enhances covert operation of the multistatic network. For locating jammer
sources passive operation in a network can be very useful. Jammers can be located with a
multistatic radar network, based on advanced cross correlation signal processing techniques,
to provide their location through the time difference of the received jammer waveform at
each receiver [17].


A fundamental issue for multistatic sensor network is coherency, as information extraction
and processing potential (e.g. imaging etc.) is enhanced significantly compared to non-
coherent systems. In multistatic networks we must consider the spatial coherence in ad-
dition to the temporal coherence. The spatial coherence is defined as the ability to maintain
phase stability of the RF signals and interference between separated stations [11]. Hence, the
classification of multistatic radar systems can likewise be grouped into the following three
categories:
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1. Coherent networks,
2. Short term coherent networks, and
3. Incoherent networks.


In the first category each transmitter-receiver pair knows accurately the introduced phase-
shift and can maintain it for a long period of time, for instance to determine the Doppler
shift induced by the moving target or to perform signal processing in a synthetic aperture
formation. To obtain increased target information from the scattered electromagnetic field
(phase and amplitude) more complicated and demanding system concepts are required.


The concept is similar to a sparsely populated phased array antenna. The sparsity may result
in grating-lobes. In order to avoid this effect and have adequate sampling of the spatial
frequencies, either more nodes must be added to the network or location strategies that avoid
harmful grating lobes have to be computed. This makes the system ever more complex and
potentially expensive [15].


In a multistatic radar network of the second category, phase stability can only be maintained
for a relatively short period. It permits joint signal processing so all information contained
in the reflected signal can be extracted, and allows to plot and track using different receivers.
The target position cannot be determined by phase, as achieved by the first network type, but
it can be estimated through Difference in Time of Arrival (TDOA) [16].


In an incoherent network a lot of power and available information from the target signal is
unusable. The reason is that only the signal envelope can be used for extracting information
while the phase information is useless. This is harmful for specific signal processing tasks,
for instance joint coherent signal processing for mainlobe jamming cancellation.


In comparison between these categories, incoherent networks are the simplest to fabricate
but have the disadvantages of the lowest sensitivity, least flexibility and highest information
loss. Complexity and cost rise with the demand on coherence in the multistatic network.


4 Examples of multistatic radar systems


Examples of multistatic radar systems can be broken up into two main categories: (i) defence
and (ii) civilian. Today there is a resurgence of interest in bi-/multistatic radar networks due
to the recent technology progress in high-speed signal processing, precision navigation by
global navigation satellite systems (GNSS), wideband communications and digital antennas,
which will replace phased-array antennas. Many experts predict that this time the experi-
mental systems will evolve into operational systems.
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Mainly multistatic radars networks deployed in defence and security applications are used
to form a tailored surveillance area to significantly improve the detection of non-cooperative
objects, especially stealthy targets. Many parameters of a radar network can be adapted,
e.g. baseline length, carrier frequencies, transmitted signal types, and polarization for each
receiver, to fulfill the specific application of interest. Hence, multistatic radar systems are
widely used for ground based networks for air defence. The same concept is usable for
underwater surveillance using multistatic sonar [18].


A short survey of existing multistatic radar systems is given here, which does not claim to be
complete:


1. Massachusetts Institute of Technology’s Netted Radar System. [19]
2. CELLDAR by Roke Manor Research Limited, UK. [20]
3. Hamburg University of Technology’s Automotive Radar Network [21]
4. Jindalee Operational Radar Network [22]
5. Norwegian Defence Research Establishment’s Experimental Bi-Multistatic CW Radar


[23]
6. SAIC’s Passive, Multi-Static Radar System [24]
7. University College London’s NetRad System [25]
8. Xidian University’s Coast-ship Bi/multistatic Ground-wave Over-the-horizon Radar


[26]


Several passive radar systems make use of multiple spatially diverse transmitters and hence
may be considered to operate multistatically.


5 Conclusion


This tutorial has attempted to provide an introduction to multistatic radar systems. Current
interest in multistatic sensor networks is high as bistatic approaches may provide solutions
to some current problems. Due to the technology progress over the recent years in sig-
nal processing, synchronization, wireless communications, navigation, and digital antennas
practical systems can now be realized.
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Abstract


In this lecture we discuss a number of concerns and items of interest that related to the tracking of targets in clutter. We
begin with a discussion of performance evaluation methods. The familiar CRLB is shown to be adjusted in a straightforward
way when deterministic trajectories are estimated in the presence of measurement-origin uncertainty (false alarms and missed
detections); indeed, the same is true for nondeterministic ones, meaning those with process noise. We then mention the HYCA
(hybrid conditional averaging) approach, which has considerable appeal in that it can predict the track-life as opposed to the
accuracy of tracks that are kept. We then discuss track testing: the sequential probability ratio test (SPRT) for track acceptance,
the Page test for track deletion, and here we most especially discuss variants (such as Shiryaev) for the case of fluctuating targets,
as would be found in multi-static (fused) systems. Finally, we mention some management issues, specifically aspects of sampling
time for multi-sensor systems, sensor placement with target tracking in mind, and the choice of waveform when the goal is
tracking.


I. PERFORMANCE EVALUATION


A. The Static Case: The CRLB When Measurements are of Uncertain Origin


1) Introduction: In many estimation situations measurements are of uncertain origin. This is best exemplified by the target-
tracking situation in which at each scan a number mt of measurements are obtained, and it is not known which, if any, of these
is target-originated. In several earlier papers the surprising observation was made that the Cramér-Rao lower bound (CRLB)
for the estimation of a fixed parameter vector (e.g., initial position and velocity) that characterizes the target motion, for the
special case multidimensional measurements in the presence of additive white Gaussian noise, is simply a multiple of that for
the case with no uncertainty. That is, there is a scalar information-reduction factor. Details of this material are available in
[24].


2) The Multi-Parameter CRLB: In many estimation problems one is faced with the problem that one’s data is of uncertain
origin. For example, in the target-tracking situation, the data set may consist of “hits” (threshold exceedances) indicative of a
target’s presence in a particular location at a particular time; however, hits may be of spurious origin (that is, they are false-
alarms), and indeed it may be that the true target is unrepresented in the data set at the time in question (a missed detection).
At issue is how well one can estimate a fixed parameter vector that characterizes target motion given such uncertainty.


The measure in which we are interested is, not unnaturally, the mean-squared error (MSE) of the estimate. There is a classical
result for this, known as the Cramér-Rao lower bound (CRLB) (e.g. [20], [36]). Let us assume access to an observation Z
which has probability density function (pdf) p(Z; x), meaning that the pdf depends on a parameter vector x which is to be
estimated. Let us assume the existence of an unbiased estimator x̂(Z), meaning that we have


E {x̂(Z)} = x (1)


in which E denotes expectation parametrized by x. Then under fairly broad regularity conditions the CRLB has it that


E
{


[x̂(Z)− x] [x̂(Z)− x]T
}
≥ J−1 (2)


in which
J ≡ E


{
[∇x log (p(Z; x))] [∇x log (p(Z; x))]T


}
(3)


is Fisher’s information matrix. Again under broad regularity conditions, if a maximum-likelihood estimator (MLE) for x exists,
then it achieves the CRLB asymptotically.


3) Measurements of Uncertain Origin: The general multi-parameter CRLB is fairly standard; let us now turn to the case
of particular interest. We define the aggregate observation


Z = {Z(1),Z(2), . . . ,Z(T )} (4)


in which the tth observation is
Z(t) = {zi(t)}mt


i=1 (5)


meaning, in the target-tracking situation, that there are mt individual observations which comprise it. Although mt is of course
known to the estimator, to compute the MSE it is necessary to average over the possible values of mt, and hence we assume







Issues in Target Tracking  


2 - 2                                                                                                                                               RTO-EN-SET-157(2010) 


 


 


the existence of a probability mass function q(mt) controlling mt, and of a related measure ε(mt) denoting the probability
that a particular measurement is target-originated, given that this true measurement is not missed. We further assume that


p(Z; x) =
T∏
t=1


p(Z(t); x) (6)


=
T∏
t=1


( ∞∑
mt=0


q(mt)


[
mt∏
i=1


p0(zi(t))


][
(1− ε(mt)) +


ε(mt)
mt


mt∑
i=1


p1(zi(t)− µt(x))
p0(zi(t))


])
(7)


which requires some explanation. First, we have assumed that, conditioned on x, {Z(1),Z(2), . . . ,Z(T )} are independent.
Second, we have assumed that, given there are mt observations which comprise Z(t), any of mt+1 events are possible: either
all mt observations {zi(t)}mt


i=1 are distributed according to p0(·) (which does not depend on x); or exactly one of these is
distributed according to p1(·) (which does depend on x), while the rest remain distributed according to p0(·), with each of these
mt events equally likely. Regardless of which event is true, all mt observations are independent given that event. Third, we
have written the dependence of the target-generated observations on the unknown parameter x as µt(x); while variations are
possible, this model is most appropriate for a deterministic track (such as straight-line or ballistic motion) in which the target’s
location is a function of a few “initial” parameters such as position and velocity. Finally, it is important that the dependence
of the observation zi(t) on µt(x) is as a direct translation (mean-shift).


For example, in the target tracking scenario Z(t) is comprised of all observations collected at time t, and these observations
can be all false-alarms (the detection from the target has been missed), or can contain exactly one true detection and (mt− 1)
false alarms. In this situation it is common to assume p0(x) is uniform over the observation volume (or gated volume); and
that the number of false-alarms is Poisson, meaning that


q(mt) = (1− Pd)
(λV )mte−λV


mt!
+ Pd


(λV )(mt−1)e−λV


(mt − 1)!
(8)


ε(mt) =
Pd


q(mt)
(λV )(mt−1)e−λV


(mt − 1)!
(9)


are, respectively, the a-priori probability that there are mt (∈ {0,∞}) observations at time t, and the probability that zi(t)
is target-generated given that there are mt measurements at time t. In the above Pd is the probability of detection, λ is the
average number of false-alarms per unit observation volume, and V is the actual observation volume.


4) The Information-Reduction Factor: In order to apply (7) to (2), we first note that due to independence of Z(t) and the
logarithm we have


J =
T∑
t=1


Jt (10)


in which


Jt ≡ E
{


(∇x log [p(Z(t); x)]) (∇x log [p(Z(t); x)])T
}


(11)


Further, since the number of observations mt is known to the estimator, we also have


Jt =
∞∑


mt=1


q(mt)Jt(mt) (12)


in which


Jt(mt) = E
{


(∇x log [p({zi(t)}mt
i=1; x)]) (∇x log [p({zi(t)}mt


i=1; x)])T
}


(13)


reflects estimation efficiency at a particular time t for a particular number of observations mt.
In [17], [18] a surprising result was obtained. Under the target-tracking assumptions above and further assuming a Gaussian


model for the true-observation pdf p1(·), then it is possible to write


Jt(mt) = q2(Pd, λV )J0
t (14)


where


J0
t ≡ E


{
(∇x log [p1(zi(t)− µt(x))]) (∇x log [p1(zi(t)− µt(x))])T


}
(15)


is Fisher’s information matrix for the measurement-certain case. Assuming, therefore, that Pd does not vary with t (this is a
reasonable approximation in the far-field tracking situation), it therefore follows that


J = q2J0 = q2


T∑
t=1


J0
t (16)
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with an appropriate information-reduction factor (less than unity) in the proportionality to account for the estimation algorithm’s
need to weigh which of its observations (if any) are relevant and which are spurious. Calculation of this proportionality constant
is remarkably involved, unfortunately, arising from the need to evaluate a high-dimensional integral. However, the proportionality
constant has been tabulated for a number of cases, and since it is sparsely parametrized this is sufficient for many needs. An
example is shown in Table I, and there is some illustration in Figure 3. This would seem to be a remarkable result: the presence
of spurious data in one’s observation set affects observation efficiency in a scalar way.


5) Simulation Results: In narrowband sonar signal processing, different bands in the frequency domain are defined by an
appropriate cell resolution and a center frequency about which these bands are located. The received signal is sampled and
filtered in these bands before applying an FFT and beamforming. The signal processor was assumed to consist of the frequency
band [500Hz, 1000Hz] with a 2048-point FFT, so the frequency resolution (cell) is


Cγ = 500/2048 = 0.25 Hz (17)


For the bearing measurements, we assume that the sonar has 60 equal beams, resulting in an azimuth cell Cθ


Cθ = 180◦/60 = 3.0◦ (18)


Assuming a uniform distribution within a cell the frequency and bearing measurements have standard deviations:


σγ = 0.25/
√


12 = 0.07 Hz


σθ = 3.0/
√


12 = 0.87◦ (19)


We take the surveillance regions for bearing and frequency as


Vθ = [−20◦, 20◦]
Vγ = [747Hz, 753Hz] (20)


We restrict the validation gate to g = 5. In our simulations we take as ground truth that the target moves at 10m/s heading
west and 5m/s heading north, starting from (5000m, 35000m). The emitted frequency is 750Hz, so the true target parameter
is x = [5000 35000 − 10 5 750]. There are 30 measurements, one each 30 seconds, for a total observation interval of 15
minutes. For the first 15 scans the platform moves in the northwest direction, and for the next 15, northeast, both at the speed
of 7.1 m/s.


We examine the case where the noise corrupting the target-generated measurement is Johnson. In figure 1 are shown
for a particular Johnson parameter value the configuration and results of estimation, along with the theoretically-predicted
covariances. These latter are presented as two ellipses referring to the 99% confidence regions of the position estimates at the
initial and final sampling instants. We can see that in 98 out of 100 Monte Carlo runs, the estimated initial and final positions
fall into the 99% confidence region.
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Fig. 1. Left: In corroborative simulation, the trajectories of target (solid) and platform (dotted). “I”: Initial position of trajectories. “F”: final position of
trajectories. Right: The true and estimated trajectories from 100 Monte Carlo runs for Johnson noise case,Pd = 0.9,λVg = 0.1 and kurtosis = 11.5. Note
that in almost all cases the estimated values lie within their respective ellipses.
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B. The Dynamic Case: A CRLB for Target Tracking in Clutter
1) Introduction: Recently several papers have given clever recursively computable lower bounds for both linear and nonlinear


stochastic dynamic systems, i.e., systems where the state is modeled as a random process evolving according to a stochastic
equation. The approach by Tichavský et al. [35] presents the CRLB for the discrete-time multidimensional nonlinear state
filtering problem in the form of a Riccati-like equation; while this is, in our opinion, a major contribution, it does not address
the case with measurement origin uncertainty.


Here the CRLB is derived for the state of a linear dynamical system driven by and observed in the presence of additive white
Gaussian noise (AWGN) and also with measurement origin uncertainty. Consequently, what is reported here can be considered
a natural marriage between the results in [17], [18], [24] and those in [35]1. It will be shown that the CRLB obeys a Riccati-like
equation similar to that in [35], with the exception that the measurement-noise covariance term is multiplied by an IRF. The
calculation of the IRF and the existence of efficient estimators are also addressed. These results are applicable to practically all
the real-world target tracking problems with SNR under 20dB, target detection probability Pd < 1 and false alarm probability
Pfa > 0, i.e., the cases in which there will be measurement origin uncertainty. Further, the CRLB is compared via simulation
to the estimation MSE of two common target tracking algorithms, the probabilistic data association filter (PDAF) and the
multi-frame (N -D) assignment algorithm. Details of this material are in [37].


2) The CRLB for Dynamic Systems without Measurement Origin Uncertainty: Consider the estimation of the state of a
nonlinear dynamical system


xn+1 = fn(xn, vn) (21)
zn = hn(xn, wn) (22)


where xn is the system state at time n, {zn} is the measurement process, {wn} and {vn} are independent white processes,
and fn and hn are (in general) nonlinear functions. Note that this problem has noisy dynamics (21), noisy measurements (22),
but no measurement origin uncertainty — the measurement zn is known to correspond to the state xn.


The CRLB for this problem is given by the Fisher Information matrix sequence {Jn} with the following proposition [35].


Proposition 1 The sequence {Jn} of Fisher information sub-matrices for estimating state vectors {xn} obeys the recursion:


Jn+1 = D22
n −D21


n (Jn +D11
n )−1D12


n (23)


where


D11
n = E{−∇xn∇Txn


ln p(xn+1|xn)} (24)


D12
n = E{−∇xn+1∇Txn


ln p(xn+1|xn)} (25)


D21
n = E{−∇xn∇Txn+1


ln p(xn+1|xn)} = [D12
n ]T (26)


D22
n = E{−∇xn+1∇Txn+1


ln p(xn+1|xn)}+ E{−∇xn+1∇Txn+1
ln p(zn+1|xn+1)} (27)


The above CRLB has the same form as the Riccati equation of the linear dynamic system [1]. The Riccati-like form of the
above system is clear.


3) Derivation of CRLB for Single Target Tracking: The model for single target tracking is similar to that of estimation for
a linear dynamical system; that is, we have the model


x(k + 1) = F (k)x(k) + v(k) (28)
z(k) = H(k)x(k) + w(k) (29)


where x(k) is the system state at time k, z(k) is the true measurement at time k, v(k) and w(k) are independent white
Gaussian processes with zero mean and invertible covariance matrices Q and R. The difference is that there is uncertainty as
to measurement origin, and implicit to this there is a variable number of measurements available at each scan. Now, from (23)
– (27), it can be seen that only D22


n is affected by the measurement uncertainty. Consequently, the CRLB for filtering with
measurement uncertainty is available if we substitute the pdf of the measurement (conditioned on the state vector) in (27) by
the corresponding pdf for the case with measurement uncertainty. Note that the expectation is now over Z(k) (the observation
set containing at most one true measurement), x(k) and mk (the number of observations).


Define


JZ
∆= E{−∇x(k)∇Tx(k) ln p(Z(k)|x(k))}
= E{(∇x(k) ln p(Z(k)|x(k)))(∇x(k) ln p(Z(k)|x(k)))T } (30)


1Our results do not explicitly deal with the case where, in addition to the measurement uncertainty, the dynamic system is nonlinear or the noises are
non-Gaussian. Judging from [35] this would be a straightforward but notationally messy extension.
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The expectation above is over Z(k), x(k) and mk. Since the number of observations mk is known to the estimator, we can
write the expectation as


JZ =
∞∑


mk=1


P (mk)E{(∇x(k) ln p(Z(k)|x(k),mk))(∇x(k) ln p(Z(k)|x(k),mk))T |mk}


=
∞∑


mk=1


P (mk)E{(∇x(k) ln p({zi(k)}mk
i=1|x(k)))(∇x(k) ln p({zi(k)}mk


i=1|x(k)))T }


=
∞∑


mk=1


P (mk)JZ(mk) (31)


where
JZ(mk) ∆= E{(∇x(k) ln p({zi(k)}mk


i=1|x(k)))(∇x(k) ln p({zi(k)}mk
i=1|x(k)))T } (32)


and


p({zi(k)}mk
i=1|x(k)) =


mk∏
j=1


p0(zj(k))


[(1− ε(mk)) +
ε(mk)
mk


mk∑
i=1


p1(zi(k))
p0(zi(k))


]
(33)


where p0(·) and p1(·) are the spatial pdf’s of false (uniform) and true (Gaussian with covariance R) measurements. Note that
the expectation in (32) is the expectation over Z(k) and x(k), conditioned on mk


2. We thus have


p({zi(k)}mk
i=1|x(k)) = (34)


1
V mk


[
(1− ε(mk)) +


ε(mk)V
mk


1√
|2πR|


mk∑
i=1


e−
1
2 (zi(k)−Hx(k))TR−1(zi(k)−Hx(k))


]
Now, define


J0
Z = E{(∇x(k) ln [p1(z(k))])(∇x(k) ln [p1(z(k))])T }


= E{[HTR−1(z(k)−Hx(k))][HTR−1(z(k)−Hx(k))]T }
= E{HTR−1(z(k)−Hx(k))(z(k)−Hx(k))TR−1H}
= HTR−1H (35)


as the counterpart of JZ when there is no measurement origin uncertainty. The FIM in clutter, JZ , is related to J0
Z , the FIM


in a “clean (or clear) environment,” by the following proposition.


Proposition 2 The FIM in clutter is given by


JZ = q2(Pd, λ,R, V )J0
Z = q2(Pd, λ,R, V )HTR−1H (36)


where q2(Pd, λ,R, V ) is a constant scalar dependent on the probability of detection, the false alarm density, the covariance
of observation noise and on the volume of the observation region.


Ultimately, by combining Proposition 1, Proposition 2 and the assumed system model, the state estimation Fisher information
matrix has the following convenient recursive form


Jn+1 = Q−1 + q2(Pd, λ,R, V )HTR−1H −Q−1F (Jn + FTQ−1F )−1FTQ−1 (37)


In the case that q2 = 1 (i.e. no measurement origin uncertainty) this is recognizable as an expression for the evolution of the
inverse of the Kalman filter estimation error, P−1


k|k . This is, not unnaturally, in the form of the “information filter” [2].
Apart from the simplicity of the result, one thing that is interesting about equation (37) is that measurement origin uncertainty


does not cause instability in the estimation. Nevertheless, in the measurement origin uncertain case all practical algorithms
eventually lose track with probability one [19]. This is so since, with probability one, there will eventually be a sequence of
missed detections and likely-appearing false alarms that the estimator cannot recover from. However, it must be recalled that
all algorithms are suboptimal: the CRLB is the (not necessarily attainable) bound on the performance of an optimal estimator
that operates on a batch of data.


2The sum over mk begins with mk = 1 because mk = 0 means no observations at scan k, which gives no information.
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4) The existence of efficient estimates: With the Cramér-Rao Lower Bound, an efficient estimate is defined as an estimate
which satisfies the bound with equality. It is proven in [36] that, for the estimation of a parameter modelled as a random
variable (the state of a noisy dynamic system falls in this category), a sufficient and necessary condition for efficiency is that
the a posteriori probability density of the state must be Gaussian for all observations: that is, p(x(k)|Z(k)) must be Gaussian.


In target tracking with measurement origin uncertainty,


p(x(k)|Z(k),mk) =
1
c
p(Z(k)|x(k),mk)p(x(k)|mk)


=
1
c
p(Z(k)|x(k),mk)p(x(k)) (38)


where


p(Z(k)|x(k),mk) = p(Z(k)|mk, all false, x(k))p(all false|mk) +
p(Z(k)|mk, one true detection, x(k))p(one true detection|mk)


=


mk∏
j=1


p0(zj(k))


[(1− ε(mk)) +
ε(mk)
mk


mk∑
i=1


p1(zi(k))
p0(zi(k))


]
(39)


In target tracking, the locations of false alarms are modeled as having a uniform distribution over the observation volume
[2]. Obviously, in the above equation, p(Z(k)|x(k),mk) is not Gaussian (it is a uniform-Gaussian mixture) except in trivial
cases in which there are neither missed detections nor false alarms: this means p(x(k)|Z(k),mk) is not Gaussian. It is perhaps
surprising that in the general target tracking scenario, efficient estimators do not exist, but the above discussion clearly indicates
why.


When there are no false alarms, the target tracking problem has measurement-origin uncertainty from the non-unity probability
of detection only. In this case, the only possible values of mk are 0 (the target is not detected, thus no measurements) and 1
(the target is detected and the measurement is the true measurement). It can be easily shown that both p(x(k)|Z(k),mk = 0)
and p(x(k)|Z(k),mk = 1) are Gaussian in the linear Gaussian model as (28) and (29). The bound for fixed mk is thus
approachable, i.e., the bound given by JZ(mk)−1 can be reached. However, what we are interested in is the bound for the
average performance, which is a weighted average of JZ(mk)−1 over all possible mk’s, as in (37). Since we have the discrete
random variable mk, p(x(k)|Z(k),mk) is no longer Gaussian, and unfortunately, there is no efficient estimator even for the
case of no false alarms. This is illustrated in an example.


5) Numerical Results: We consider a kinematic target moving in a two-dimensional space, as in (28) and (29). The state
vector in Cartesian coordinates is


x = [ξ ξ̇ η η̇] (40)


The state and observation noise covariance matrices Q and R are given by


Q =



1
3T


3 1
2T


2 0 0
1
2T


2 T 0 0
0 0 1


3T
3 1


2T
2


0 0 1
2T


2 T


 q̃ R =
[


1 0
0 1


]
σ2
w (41)


where T is the sampling time, q̃ is the state noise power spectral density and σ2
w is the measurement noise variance. The F


and H matrices are given by


F =



1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1


 H =
[


1 0 0 0
0 0 1 0


]
(42)


The observation is of position only, and is thus a two-dimensional vector; more detailed discussion of single target tracking
models can be found in [1], [2]. In the figures that follow, the CRLBs shown are for position, meaning that the (1, 1) element
of J−1 is shown and plotted. Also, it should be noted that only the CRLB steady-state values are shown. Finally, we note that
in the computation of the (scalar) IRF, q2, we use a finite observation volume, in this case V = 400 in two dimensions. A finite
V is not necessary, but one that is sufficiently large does not detract, and can be helpful in the IRF’s numerical computation.


C. The CRLB vs. System Parameters


Table I shows q2 values for the case q̃ = 1 and σ2
w = 1. As can be seen, even in quite heavy clutter and for high missed-


detection rates, the information lost appears not too large. One aspect that is interesting and intuitive is that the loss of a
detection becomes more unfortunate as the clutter becomes more dense. For example, consider the λ = 0.008 row from Table
I: one might expect that the decrease in probability of detection from 80% to 70% would scale q2 by a factor of 7/8 = 87.5%
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PD = 0.7 PD = 0.8 PD = 0.9


λ = 0.0001 0.6814 0.7700 0.8890
λ = 0.0020 0.6341 0.7472 0.8491
λ = 0.0040 0.5722 0.6860 0.8144
λ = 0.0060 0.5460 0.6498 0.7727
λ = 0.0080 0.5257 0.6290 0.7457
λ = 0.0100 0.5037 0.6096 0.7367
λ = 0.0120 0.4679 0.5729 0.6938
λ = 0.0140 0.4479 0.5343 0.6801
λ = 0.0160 0.4356 0.5330 0.6590
λ = 0.0180 0.4180 0.5133 0.6312


TABLE I
VALUE OF q2 AT DIFFERENT FALSE ALARM DENSITIES AND PROBABILITIES OF DETECTION. THE STATE AND MEASUREMENT NOISES ARE SET AS q̃ = 1


AND σ2
w = 1.


Fig. 2. Left: CRLB vs measurement noise standard deviation σw , at state noise spectral density q̃ = 1, probability of detection Pd = 90% and clutter
density λ = 10−4. Right: CRLB vs


√
q̃, the square root of the state noise spectral density, at measurement noise variance σ2


w = 1, probability of detection
Pd = 90% and clutter density λ = 2× 10−3.


since only this portion of the original valid measurements remain, but in fact the factor is 0.5257/0.6290 = 83.6%. Further,
at double the clutter, the factor is further reduced, to 81.7% — clearly the “confusion” caused by the clutter exacerbates the
loss of valid measurements.


The left plot of Figure 2 shows the effect of the measurement noise standard deviation on the CRLB: there appears to be a
quadratic relationship, as in the case without measurement origin uncertainty. The right plot similarly suggests the relationship
between the CRLB and


√
q̃, the square root of the state noise power spectral density. For


√
q̃ = 0 the CRLB is zero, since


this corresponds to “straight-line” motion and filtering amounts to estimation of initial parameters of position and velocity,
which in steady state will have perfect estimates. As expected, the CRLB rises sharply from zero, but increases more slowly as
the trajectory becomes more random (unpredictable). However, note that without measurement origin uncertainty this CRLB
would be limited by σ2


w, since each measurement would yield position information of this accuracy; with measurement origin
uncertainty the CRLB continues to increase, and apparently does not reach an asymptotic value.


Figure 3 deals explicitly with measurement origin uncertainty, and show, respectively, the effects of the clutter density λ
and of the probability of detection Pd on the CRLB. What is interesting here is that the sensitivity to clutter (as long as there
is some clutter) is not great, but that the estimation degradation caused by missed detections is highly significant.


D. Performance of the PDAF and N -D Assignment vs. CRLB


We compare the performances of the classic Probabilistic Data Association Filter (PDAF) [2], and of the 2-D, 3-D and
4-D (multi-scan) assignment algorithms [29], to the CRLB; only errors from tracks that are not lost are reported. Here the
dimensionality of the target has been reduced from two to one, so that lost track effects are more easily controlled. The
assignment algorithms operate on sliding windows of, respectively, one, two and three scans of data3. They evaluate, via a


3The 2-D, 3-D and 4-D terminology arises from the assignment of measurements to tracks. That is, a 3-D assignment algorithm associates tracks to two
scans of observations, for a total of three “lists.”
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Fig. 3. Left: CRLB vs clutter density λ, at state noise spectral density q̃ = 1, measurement noise variance σ2
w = 1 and probability of detection Pd = 90%.


Right: CRLB vs probability of detection Pd, at state noise spectral density q̃ = 1, measurement noise variance σ2
w = 1 and clutter density λ = 10−5.
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Fig. 4. Left: CRLB compared to MSE of 2-D, 3-D and 4-D assignment and of PDAF, with Pd = 1 at different false alarm densities. Only MSE’s from
those tracks that are not lost are considered. Right: Probability of track loss, for 2-D, 3-D and 4-D assignment and PDAF, with Pd = 1 at different false
alarm densities.


Kalman filter, the likelihood of each possible association combination being true, and choose the most likely one. The PDAF
generates an optimal state estimate at each scan of data under the assumption that all previous data has given rise to a Gaussian
posterior — in fact, the “forcing” of such a moment-matched posterior probability density function is a key feature of the
PDAF. Note: both of these algorithms are sub-optimal.4


In all the following simulations, we set the state noise spectral density q̃ = 1 and the observation noise variance σ2
w = 1.


The performances of the PDAF and assignment algorithms relative to the CRLB are shown on the left in Figure 4, for the
case that the probability of detection Pd = 100%. All trackers appear to follow the CRLB up to a threshold level of the false
alarm density. For the 2-D assignment algorithm and the PDAF, this threshold is somewhat lower than for the 3-D and 4-D
trackers. It is interesting that at low clutter densities (i.e. low λ) the PDAF has lower MSE than 2-D assignment algorithm;
while at higher λ, 2-D assignment algorithm is apparently better. However, it must be recalled that lost tracks5 are ignored
here, and hence the PDAF’s good tracking ability is to some extent penalized: in fact the PDAF loses fewer tracks, as shown in
the right plot. The two multi-scan trackers (3-D and 4-D) each have significantly higher clutter thresholds, and in fact remain


4While assignment chooses the most likely association, this is not necessarily the true one; however, the state covariance matrices are propagated as if this
association was the correct one.


5A track is deemed “lost” when the error in the position estimate is larger than four times the measurement noise standard deviation for three scans in a
row (after this there is practically no chance of “recovery”).
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Fig. 5. Left: CRLB compared to MSE of 2-D, 3-D and 4-D assignment and of PDAF, with Pd = 0.9 at different false alarm densities. Only MSE’s from
those tracks that are not lost are considered. Right: Probability of track loss, for 2-D, 3-D and 4-D assignment and PDAF, with Pd = 0.9 at different false
alarm densities.


quite close to the CRLB until the clutter becomes heavy.
Figure 4 is repeated in Figure 5, but now with a 90% probability of detection. The differences between these figures is


interesting: even for low clutter, all trackers have significantly higher error than the CRLB (which is not necessarily achievable).
From this figure we additionally see a marked increase in the degree of MSE inflation of the PDAF; and, interestingly, the
multi-scan assignment algorithms considered have comparable performance. Here we see that the PDAF is actually comparable
to the first multi-scan algorithm (3-D) in terms of lost tracks: it loses substantially fewer tracks than does 2-D assignment
algorithm (i.e. a “nearest-neighbor” filter). This explains the disappointing MSE performance of the PDAF in Figure 5: the
PDAF keeps more tracks than does 2-D assignment algorithm, but in doing so its accuracy suffers.6
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Fig. 6. Left: Kalman Filter MSE versus CRLB with Pd = 1 and no false alarms. Right, same for Pd = 0.9.


1) Examples of Efficiency and Lack of Efficiency of Estimators: Next we examine the case that there are no false alarms,
and in which the only uncertainty comes from the non-unity probability of detection. The CRLB and the mean square error
given by a Kalman Filter with Pd = 1 are shown on the left in Figure 6; here the filters and CRLB evaluation are initialized
according to the two-point differencing scheme of [1]. It can be seen that the Kalman Filter approaches the CRLB, and that
it is an efficient estimator. The right plot shows the comparison with Pd = 0.9. Since traditional Kalman Filter does not work


6Two possible reasons for this are that in keeping more tracks, it keeps tracks that are intrinsically “tough” and hence have higher MSE; and also that the
PDAF’s good in-track performance relies on a continual adaptation of its “bandwidth” to match current conditions, which amounts to detuning.
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with non-unity probability of detection, we use a “modified” Kalman Filter. When there are observations, the modified Kalman
filter works just like traditional Kalman Filter. When there are missed detections, i.e., there is no observations, the modified
Kalman Filter uses the predicted measurement from the previous measurements to propagate the states. This modified Kalman
Filter is optimal here, and there is no concern about lost tracks. However, as can be seen, even it cannot approach the CRLB,
and hence there is no efficient estimator even in this simplest of cases that involves measurement origin uncertainty (in this
case, the posterior density is a Gaussian mixture). That is, for an efficient (CRLB-reaching) estimator to exist it must be that
the ensemble-averaged posterior error has a Gaussian probability density; and when there is measurement origin uncertainty it
is impossible that this can be so.
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Fig. 7. An illustration of the HYCA procedure for finding the steady-state covariance for a Kalman filter operating in a stochastic environment with missed
detections only.
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Fig. 8. More general HYCA procedure. In this case m refers to the number of gated measurements at each scan. When this number becomes sufficiently
large (say, mk = 10) the track may be considered lost, since the probability of continued increase in mk+1 is high.


2) Hybrid Conditional Averaging: The previous CRLB technique is exact and analytic. Its weaknesses are the looseness
of it bound and the fact that it says nothing about the in-track performance. An analytic technique that accomplishes this is
hybrid conditional averaging (HYCA), a Markov chain analysis. We present that now, and for simplicity begin with the case
of missed detections only.


The state estimation-error covariance matrix is updated by the Kalman filter as follows ([1]):


P(k + 1|k) = FP(k|k)F′ + Q


S(k + 1) = HP(k + 1|k)H′ + R(k)
W(k + 1) = P(k + 1|k)H′S(k + 1)−1


P(k + 1|k + 1) = P(k + 1|k)−W(k + 1)S(k + 1)W′(k + 1) (43)


With R(k) = R this evolves to a steady state which characterizes the performance of the filter, and this solution can
be computed from the associated algebraic Riccati equation (ARE). However, in the case that detections can be missed, the
measurement noise has a stochastic covariance (R(k)), and there is no steady-state, but a stationary matrix-valued random
process. Therefore, it is legitimate to seek the expected value of the error-covariance.
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Let us assume that the measurement noise covariance matrix can be modeled as:


R(k) =
{


R detection
∞I miss


(44)


The method here employed is the HYCA (hybrid conditional averaging) method of [19]. (For justification of the approach,
and comparison of HYCA results to simulation, the reader is directed to [2].) Under this scheme we embed a binary random
process {b(k)} into the Riccati equation such that


b(k) =
{


1 detection
2 miss


P{b(k) = i} =
{


Pd i = 1
1− Pd i = 2 (45)


Then, with Pij(k+ 1|k+ 1) defined as the estimation error covariance given b(k) = i and b(k+ 1) = j (obtainable from (43)
with R(k) according to (44)), we get


Pj(k + 1|k + 1) =
2∑
i=1


Pij(k|k)P{b(k) = i} (46)


The state probabilities at time k, µi(k) = P{b(k) = i}, i = 1, 2 are derived from the state probabilities at time k − 1 and the
Markov transition matrix:


µ(k)
4
=
[
µ1(k)
µ2(k)


]
= Π′µ(k − 1) where Π = [πij ] =


[
Pd 1− Pd
Pd 1− Pd


]
(47)


The matrices Pi(k|k) reflect the state error covariance given that s(k) = i. The mean state covariance matrix (i.e. what we
want) is given by


P(k|k) =
2∑
j=1


Pj(k|k)µj(k) (48)


This can be evaluated when this matrix Markov process reaches steady state.
Figure 7 shows a flow-diagram that reflects the mechanics of the iterations when the only measurement origin uncertainty


is from missed detections. The more general procedure is illustrated in Figure 8; in this case an appropriate information
reduction factor controls the iterations, since the expectation is over the measurement origin uncertainty that remains even
when the number of gated detections is known. It is generally observed that an increased number of gated measurements result
in a larger posterior covariance. This results in a larger gate, which in turn increases the number of measurements; that is, a
“runaway” occurs in which all tracks are lost with probability one, as is in practice true.


II. TRACK TESTING FOR FLUCTUATING TARGETS


A. Background


In active sonar tracking applications, targets can fade: the target’s detection probability can shift suddenly between high and
low values. We examine the performance of track management (confirmation and termination) routines where target detections
are based on an underlying Hidden Markov Model (HMM) with high and low detection states. Rule-based track confirmation
tests are compared including M/N rules and rules that differentiate the measurements as to receiver source (M/N from at least
C sensors), each of which is sub-optimal compared to a fixed length likelihood ratio test. We show that significant performance
improvements (to near-optimal) can be obtained using a composite track confirmation test that combines two or three such
rules in a logical OR operation. Track termination tests are next compared and it is shown that a Bayesian sequential test (the
Shiryaev test) yields dramatic performance improvements over a K/N track termination rule and the Page test. The model-based
results are validated using simulations of a multistatic tracking scenario.


We consider a track management model that has characteristics of both centralized and decentralized tracking systems.
Specifically, a centralized track management model is used that processes time ordered measurements from all sensors and
include sensor origin information. Recognizing that sensor detection probability can be in a high or low state, the centralized
model will apply track management logic that accounts for this variable sensor performance by considering measurement
sensor origin. The sensor detection performance is modeled as a two-state Markov chain with high and low detection states.
Target-originated measurements (binary detection events) can therefore be described using a Hidden Markov Model (HMM)
structure. While there is a well-developed base of literature covering track confirmation and termination for sensors with a
fixed probability of detection (Pd) of the target on a single scan, research pertaining to the track management problem for
sensors with Pd based on a Markov model has only recently been considered [8].


Some of the major track confirmation routines using a fixed Pd detection model include [2], [4]:
1) M/N tests (a track is confirmed if at least M detections are received over N scans of data). Performance of M/N tests


has typically been analyzed by modeling the detection sequence as a Markov chain and by accounting for a variable
probability of false alarm (Pfa) based on the size of the track gate validation region.
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2) Sequential Probability Ratio Tests (SPRT). These tests compare the probabilities of receiving the measurement sequence
under the true target and false alarm hypotheses and can consider binary detection events, the kinematic data (measurement
innovations) and the amplitude of detections. These tests can also be used as a track score function.


3) Bayesian sequential tests. These tests are similar to the SPRT tests, but which apply Bayes’ rule to recursively update
the posterior probabilities of each hypothesis.


4) Batch techniques. These techniques process detections over multiple frames in a batch algorithm such as in a Track-
Before-Detect system. Another example is the use of the Hough transform technique [34].


Similar to track confirmation routines, track termination routines can take the following forms [2], [4]:
1) K/N tests (a track is terminated if K or fewer detections are received in the last N scans).
2) Track score tests. These may include the SPRT or Bayesian sequential tests. If the track score (related to the probability


that the detection sequence is the result of a true track) falls below a certain value, the track is terminated.
Thus we discuss the performance of K/N-based and sequential track termination tests when target-originated measurements are
described by a HMM with high and low Pd Markov states. Using only the binary detection events, it is shown that the K/N
test outperforms the Page test over a portion of its operating characteristic region. This result is surprising considering the fact
that the Page test is proven to be the optimal sequential test for quickest detection of a change in measurement distribution
and we show how when the HMM-based detection statistics are used, a key assumption in the optimality proof for the Page
test is no longer satisfied. It is next shown that by using a Bayesian version of a sequential test (the Shiryaev test), significant
performance improvement is obtained compared to the K/N test.


B. Track Confirmation


Given the detection sequence δk1 , the optimum hypothesis test for track confirmation is given by a Likelihood Ratio Test
(LRT) using the Neyman-Pearson lemma [36] (note that this test may no longer be optimum when additional information,
such as kinematic or amplitude information is used). Consider the hypotheses H1 (target present) and H0 (target absent). We
derive the LRT for the observed detection sequence, δk1 , given that a tentative track has been initiated (denoted by TT ). All
tentative tracks require that δ1 = 1. The likelihood ratio, Λ, therefore becomes


Λ =
Pr{δk1 |H1, TT}
Pr{δk1 |H0, TT}


. (49)


1) Likelihood Function Under H1: Use of conditional probability rules gives


Pr{δk1 |H1, TT} =
Pr{δk1 , TT |H1}


Pr{TT |H1}
. (50)


where the denominator is a normalizing constant to ensure Pr{δk1 |H1, TT} is a proper probability mass function. For a given
sensor the detection sequence is dependent upon its underlying Markov detection state. Given that detections are independent
across sensors, application of the total probability theorem yields


Pr{δk1 , TT |H1} =
Ns∏
i=1


1∑
k1=0


· · ·
1∑


kn=0


Pr{δi1, . . . , δin|H1, ui1 = k1, . . . , uin = kn}Pr{ui1 = k1, . . . , uin = kn} (51)


where uij and δij are the Markov detection state and detection observation for the ith sensor on scan cycle j. Note that
measurements are now tagged with sensor origin and n = k/Ns represents the number of scan cycles in the data set. The
underlying Markov detection process gives


Pr{ui1 = k1, . . . , uin = kn} =
n∏
l=2


Pr{uil = kl|ui(l−1) = kl−1}Pr{ui1 = k1}. (52)


Finally by further considering detections to be independent across scan cycles for a given sensor (conditioned on the
underlying Markov detection state) we obtain


Pr{δk1 , TT |H1} =
Ns∏
i=1


1∑
k1=0


· · ·
1∑


kn=0


n∏
j=1


Pr{δij |H1, uij = kj}
n∏
l=2


Pr{uil = kl|ui(l−1) = kl−1}Pr{ui1 = k1}. (53)


Further details are available in [5].
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TABLE II
MULTISTATIC TRACKING SCENARIO PARAMETERS


Parameter Value
Number of sensors, Ns 4


Number of scan cycles, n 3, 4, 5
Scan cycle period, T 60 s


Markov transition probabilities, p, q 0.1/3, 0.1
Detection probabilities, PL


d , PH
d 0.1, 0.9


False alarm density, λ 3.14× 10−8 m−2


Measurement noise covariance, R I2 (243.2 m)2


Prior velocity uncertainty, Pv
1 I2 (1 m/s)2


Process noise parameter, q̃ 10−4 m2/s3


Validation gate probability, PG 99%
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Fig. 9. Left: Track confirmation test performance using a fixed length LRT of n scan cycles. Right: Track confirmation test performance comparing a fixed
length to a sequential LRT.


2) Likelihood Function Under H0: Under H0, detections are independent of the underlying Markov detection state and are
only a function of Pfa(δk1 ). Applying the conditional probability rules,


Pr{δk1 |H0, TT} =
Pr{δk1 , TT |H0}


Pr{TT |H0}
(54)


where again the denominator is a normalizing constant to ensure Pr{δk1 |H0, TT} is a proper probability mass function.
False alarms are independent across sensors and scan cycles resulting in


Pr{δk1 , TT |H0} =
Ns∏
i=1


n∏
j=1


[Pfa]δij [1− Pfa]1−δij (55)


where Pfa is a function of the detection sequence [5].
3) Likelihood Ratio Test for Track Confirmation: While use of a LRT for track confirmation may not be practical in tracking


applications due to the computational complexity7 in computing the LRT for a given detection sequence, this test provides an
upper bound for the achievable performance of other track confirmation rulesets using the same information. As such this test
is useful in evaluating other track confirmation methods. Two forms of the LRT test are available—fixed length and sequential.


In a fixed length LRT, a track confirmation decision is not made until detection data from all n scan cycles are obtained
from all Ns sensors. If the likelihood ratio exceeds a threshold, α, the tentative track is confirmed. Otherwise it is rejected.
The performance of the LRT can be viewed on a System Operating Characteristic (SOC), which plots the probability of
accepting/detecting a true target track (PDT ) vs. the probability of accepting a false target track (PFT ), parameterized on α.


7The computational complexity is O(2k) where k is the number of scans. For 4 sensors and 5 scan cycles, k = 20 and the complexity is O(106).
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To compute the SOC, one evaluates the likelihood ratio for all possible detection sequences. To compute PDT and PFT at
a given LRT threshold value,


PDT =
∑


all sequences δ


Pr{δ|H1, TT}I(Λ(δ) > α) (56)


PFT =
∑


all sequences δ


Pr{δ|H0, TT}I(Λ(δ) > α) (57)


where I(Λ(δ) > α) is an indicator function such that probabilities are summed only for those sequences where a tentative
track is accepted.


To evaluate the performance of the fixed length LRT as the number of scan cycles, n, is varied, a multistatic tracking problem
is considered. Table II provides the parameters for this tracking problem. For the purposes of this study sensor measurements
were considered to arrive sequentially at an interval of T/Ns. Fig. 9 (left) shows the SOC for the cases where n = 3, 4, 5
scan cycles. To construct this model-based performance plot, all combinations of detection sequences were enumerated and
(PFT , PDT ) points were computed according to (56) and (57) as a function of α. As expected, performance improves as more
information (scan cycles) is used in the decision making process. Next, a sequential LRT test is considered. For this test, as
each scan cycle is completed, an LRT test is performed with both a track acceptance and a track rejection threshold. Under
this test, all tentative tracks that have not been accepted when the last scan cycle is completed are also rejected. While theory
states that the performance of a sequential LRT with a given average duration can be no worse than that of a fixed length
LRT with the same duration [32], one would expect that a sequential LRT with a maximum duration of n scan cycles would
perform worse than a fixed length LRT of n scan cycles since the average duration of the sequential LRT is shorter than that
of the fixed length LRT. Fig. 9 (right) compares fixed length LRT (n = 4) to sequential LRTs with different track rejection
thresholds.


As the track rejection threshold is lowered, performance of the sequential LRT improves although in the limiting case it
remains sub-optimal compared to the fixed length LRT. This is caused by a higher acceptance of false tracks when tracks
are accepted in early scan cycles under the sequential LRT that would ultimately be rejected if information were allowed to
accumulate for the full n scan cycles.


C. Track Termination


In considering the track termination module of a tracking system, we consider sequential tests. It is well known that the
CUSUM (Page) test yields the quickest detection of a change of distribution for the case of i.i.d. observations [3]. In fact, in
a (highly) simplified target tracking model where detection of target and false alarms can be described by Bernoulli random
processes with fixed parameters (i.e., Pfa is independent of the detection sequence), the K/N track termination rule becomes
a sufficient statistic for discrete Page test thresholds. The optimality results of the Page test have also been extended to some
non-i.i.d distributions (including certain classes of Markov chain structures) [22]. However, there have been no global optimality
results proven for the case where the distributions are characterized by HMMs except in the special cases considered by [15]
whose conditions are not satisfied in this application.


In addition to examining the Page test, we also implement a stopping rule based on a Bayesian formulation of the problem
called the Shiryaev rule [3] which has optimality properties similar to the Page test.


1) Page Test for HMMs: In an HMM the formulation for the Page test is given by [7]


sk = ln
Pr{δk|δk−1


1 , H0}
Pr{δk|δk−1


1 , H1}
= ln


f0(δk|δk−1
1 )


f1(δk|δk−1
1 )


(58)


ck = max(ck−1 + sk, 0) (59)


where with each scan ck is compared to a threshold h and c0 = 0. If the threshold is exceeded then the track is terminated. Note
that the hypothesis convention used throughout this report where H1 represents target present (pre-change distribution for track
termination testing) and H0 represents target absent (post-change distribution for track termination testing) is opposite of that
used in the quickest detection literature where H0 represents the pre-change distribution and H1 the post-change distribution.


Under H0 (target absent), the likelihood function becomes


f0(δk|δk−1
1 ) = [Pfa]δk [1− Pfa]1−δk (60)


where as before Pfa (a function of the detection sequence) is obtained using (??).
Under H1 (target present), the likelihood function for the kth measurement from the ith sensor becomes


f1(δk|δk−1
1 ) =


1∑
l=0


f1(δk|uik = l)Pr{uik = l|δk−1
1 } (61)
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where Pr{uik = l|δk−1
1 } is obtained using a Bayesian update from the prior measurements using the methodology described


next.
Let Pr{ui1} (used in (61) for k = 1) be given by the steady state probability of the Markov chain:


Pr{ui1} =
{
q/(p+ q) ui1 = 0
p/(p+ q) ui1 = 1 . (62)


As a recursive procedure Bayes’ rule is applied to obtain the posterior pmf, Pr{uik|δk1}, that will be used in (64),


Pr{uik|δk1} =
f1(δk|δk−1


1 , uik)Pr{uik|δk−1
1 )∑1


l=0 f1(δk1 |δ
k−1
1 , uik = l)Pr{uik = l|δk−1


1 }
. (63)


The prior conditional pmf is updated for the next iteration using the Markov transition matrix,(
Pr{uik = 0|δk−1


1 }
Pr{uik = 1|δk−1


1 }


)
=
(


1− p q
p 1− q


)(
Pr{ui(k−1) = 0|δk−1


1 } Pr{ui(k−1) = 1|δk−1
1 }


)
(64)


This result is used in (61) for k > 1 to obtain the likelihood function under H1.
2) Shiryaev Rule: The Shiryaev rule represents the optimal solution (under the i.i.d. assumption) to the quickest detection


problem where the problem is formulated using a Bayesian approach. In this approach, there exists a priori information
regarding the distribution of the change time.


The Shiryaev rule applies the Bayesian concept of declaring that a change in distribution has occured when the a posteriori
probability of a change exceeds a given threshold. Assume that the a priori distribution of the change time kc is given by a
probability that change time is zero, and a geometric distribution of change times greater than zero:


Pr{kc = k} =
{


β0 kc = 0
(1− β0)ρ(1− ρ)k−1 kc > 0 (65)


Applying Bayes rule, the a posteriori probability of a change at time k > 0 is


βk =
[βk−1 + (1− βk−1)ρ]f0(δk|δk−1


1 )
[βk−1 + (1− βk−1)ρ]f0(δk|δk−1


1 ) + (1− βk−1)(1− ρ)f1(δk|δk−1
1 )


(66)


The Shiryaev stopping rule becomes [3]


gk = ln
βk


1− βk
(67)


= ln(ρ+ egk−1)− ln(1− ρ) + ln
f0(δk|δk−1


1 )
f1(δk|δk−1


1 )
(68)


where with each scan gk is compared to a threshold h. If the threshold is exceeded then the track is terminated.
The use of a Bayesian test is appealing in that the a priori probability of a distribution change time can be related to the


actual tracking problem. One can estimate β0 based on the expected numbers of confirmed true and false tracks using the
performance characteristics of the track confirmation module and the expected density of true targets in the surveillance region.
Further, one can view a geometric distribution of change time as a model for the probability that a confirmed track on a true
target diverges due either to a target maneuver or by being drawn off the target by incorrectly associating noise measurements
to the track.


3) Model-Based Results—Track Termination: To compare the performance of the Page test, the Shiryaev test and the K/N
rule, Monte Carlo simulations were performed in which detection sequences were generated with sensor measurements given
by the model in [5] and using the parameters from Table II. For each hypothesis H0 and H1, 104 simulations were performed.
Simulations under H0 yield the average false track life, called average detection delay (ADD). Simulations under H1 yield
the average true track life, called average run length (ARL)8. Results are plotted for each track termination test over a set of
threshold values. The Shiryaev test used β0 = 0.5 and ρ = 0.005. Fig. 10 presents the track termination performance of each
test.


The Page test performed worst over the operating range likely to be used in a track termination module of a track management
system (ADD of false tracks 4–15 scan cycles). However the Page test becomes asymptotically better than the K/N rule as
the Page test threshold, h, increases towards infinity, although the asymptotic behavior may not be important at the desired
operating point of the system when tuned for target tracking. The Shiryaev test performed the best of the three tests considered.
This is likely due to the information provided by the prior knowledge used in the Shiryaev test.


The sub-optimality of the Page test was not expected and is likely due to the HMM structure of the measurement distribution
before the change. As mentioned previously, there exist no optimality proofs of the Page test when considering the specific
change detection problem involving HMMs described here. Examination of the assumptions used in the optimality proofs of


8ADD and ARL are the standard terminology used in change detection literature
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the Page test show that the normally claimed requirement that the measurement data be i.i.d. is overly restrictive and that
optimality can be proven with the less restrictive condition that the increments of the cumulative sum, sn, be i.i.d. [3], [22].
Fig. 11 plots the autocorrelation of the CUSUM increments as a function of lag under H1 based on data sequences obtained
through simulation and shows a significant correlation out to a lag of about 5 measurements. Therefore since the CUSUM
increments are not i.i.d., existing optimality proofs of the Page test are not useful in this application. Based on this analysis,
the Shiryaev test provides the best track termination performance and significantly outperforms both the K/N rule and the Page
test. As a sequential test, the computational cost of the Shiryaev test is small and easily computable as part of an overall track
management system.


III. SOME MANAGEMENT ISSUES


A. Asynchronous vs. Synchronous Sampling for Tracking in Clutter


Many target tracking subsystems have the ability to schedule their own data rates; essentially they can “order” new information
whenever they need it, and the cost is in terms of the sensor resource. But among the un-managed schemes, uniform sampling, in
which a new measurement is requested periodically and regularly, is the most commonly-used sampling scheme; deliberately
nonuniform schemes are seldom given serious consideration. Here, however, we show that such schemes may have been
discarded prematurely: a nonuniform sampling can have its benefits. Two sampling schemes are compared. It will turn out that
the superiority of one versus another is very much a function not only of parameters, but also of the tracking scheme used.
Specifically, we shall investigate the probabilistic data association filter (PDAF) and N -D assignment algorithms [2][21][30][31].
The PDAF associates measurements to tracks one scan at a time, and hence that it will be shown that uniform sampling is
always the best approach for the PDAF is perhaps unsurprising. However, when a tracker that makes use of more than one scan
of past data is used (i.e. multidimensional assignment), the system with nonuniform sampling can outperform the “conventional”
uniform one. The advantage becomes most obvious when the target maneuvers more, when the clutter (average number of
false alarms) is high, and particularly when the probability of detection is close to unity.


Fig. 12. Left: Possible timing of measurements from two asynchronous but equal-period sensors. Right: Overlay of true and false detections from two
consecutive scans. Notice that the false measurements are unlikely to coincide. However, given that the inter-scan time is not too great, the true measurements
are close, and can corroborate one another.


Consider Figure 12 (left), in which centralized processing is accomplished based on measurements from a pair of autonomous
observers. These observers do not scan in lock-step, and the arrival of a measurement from either at the fusion center is aperiodic,
and could even be considered (in the general case) a point-arrival random process. We do not consider explicitly the data fusion
situation here: there are simply too many variables to adjust for a clear picture to emerge. Similarly, even in the single-sensor
case with sensor management, we could consider more-sophisticated staggered-sampling schemes. So: is there some benefit
to nonuniform sampling? The question is given detailed examination in [26], [27], [28] for multi-sensor situations without
measurement-origin uncertainty. The clean-data assumption allows quite elegant and exact Riccati analyses: it turns out that
for identical sensors a “uniform stagger” is best, although for sensors having measurements of dissimilar quality there can be
benefit to a richer pattern. Here we are most interested in systems for which data association is necessary: in the presence of
missed detections and false alarms, can a non-uniform sampling strategy be the best choice even for identical sensors? One
reason why it might be is illustrated in Figure 12 (right): when the inter-sample interval is short, the true observations from
two time-adjacent samples are close to each other. Thus the true observation can be made more distinguishable from those
that are false by use of a short sampling interval: two measurements in adjacent scans that are very close are likely both true,
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while any measurement in a first scan that is not repeated by one in the second scan that corroborates it is probably (although
not definitely) false.
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Fig. 13. Left: Average track life in PDAF and 3-D assignment, as a function of T1/T2, with uniform and nonuniform sampling schemes, false alarm density
λ = 0.01, T = 1s, PD = 1, q̃ = 10, and σ2


w = 0.1. Right: Average track life in PDAF and 3-D assignment, as a function of probability of detection, with
uniform and nonuniform sampling schemes, T1 = 0.1s, T2 = 1.9s, T = 1s, λ = 0.01, q̃ = 10, and σ2


w = 0.1.


The benefit of nonuniform sampling is clear from Figure 13 (left), which shows the average track life as a function of the
ratio T1/T2, with of course the stipulation T1 + T2 = 2 seconds in all cases; 1000 Monte Carlo runs were used to obtain the
results, and details of the simulations are given in [38]. It is clear from this that when pairs of samples are close (i.e. a small
ratio) there can be a significant improvement from a nonuniform approach. The difference can be substantial (fifty percent!)
when the ratio approaches zero: interestingly, this is the (synchronous) “data fusion” case discussed earlier. Figure 13 (left) is
particularly kind to nonuniformity because it depicts the case of perfect detection: there are false alarms, but no measurements
are missed. Figure 13 (right) explores this further. Apparently, the improvement for the nonuniform sampling case is greatest
when the target is faithfully present in the data: we shall discuss this in the next section. Generally, though, we have found
that nonuniform sampling is preferable only when PD > 95%.


All in all, for a simple scan-based tracker (like the PDAF) there is no benefit from anything other than a uniform sampling
rate [26], [27], [28], [38]. However, when the tracker utilizes more than one scan of data from the past — as with multiple-
frame assignment or, presumably, the multi-hypothesis tracker (MHT) — nonuniform can outperform uniform sampling. This
is particularly so when:
• the target is highly maneuverable; and/or
• the false alarm density is high; and/or
• the probability of detection is high.


We have measured in terms of percentage of lost tracks and average track lifetime; and in all cases the aggregate sensor
resource is kept constant, meaning, for example, that one non-uniform scheme with short interval 0.1 second and long interval
1.9 seconds can be fairly compared to a uniform scheme in which the constant inter-sample interval is 1 second. Further,
although management of the “resource” of a single sensor has provided the results here, the implications on data fusion should
be clear. That is, given the conditions of the above three bullets, it may be better to purchase low-rate sensors that scan
simultaneously and fuse, as opposed to a single high-rate sensor.


B. Multistatic Sonar Sensor Layout


In [13] we proposed an optimization technique for the optimal sensor placement for multistatic sonar systems in the LFM-
only case, the CF-only case, and the combined LFM-CF case. An important aspect of the algorithm is that we employ a
“minimax” criterion which results in a balanced surveillance performance. This makes sure that there is no path across the
barrier for a target yet it remains “unseen”. Some aspects of modeling are important:
• Targets are not “point” targets: we employ an aspect angle dependent target strength model.
• Target Doppler is included in the localization analysis whenever CF waveforms are used.
• It is assumed that targets follow some realistic trajectories; Hence, availability of two complementary waveforms, CF and


LFM, is incorporated in the metric.
• The modeling reflects the “Blanking Zone” due to direct blast signal reception.
• Signal Excess is calculated by a model where a simplified reverberation-limited sonar equation is used and the Q-function


helps quantify the Doppler performance of sonar waveforms in rejecting reverberation.
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In finding an optimal sensor placement, the main objective was to improve target tracking performance: the “information” flow
to the tracker was the basis. The Fisher information matrix can be seen as a quantification of information in the measurement
about the target’s state, defined as the inverse of the covariance of the estimate:


I(Xs, Xr, Xt, ω) = R(Xs, Xr, Xt, ω)−1 (69)


For optimization purposes, we need a scalar quantity for each source, receiver and target configuration for a given waveform
ω (CF or LFM). We use the “information gain”


Ifused(Xt) =
∑
∀ω


∑
∀(s,r)∈Y


Pωd (s, r)I(Xs, Xr, Xt, ω) (70)


Ifused(Xt) is a function of target location given a particular geometry Y – the locations of sources and receivers. Note that
equation (70) is based on the simplifying approximation that sensor measurement errors are uncorrelated from one contact to
another, and indeed can be related to the PCRLB [16] for the case of a target without process noise and in the absence of
false alarms. The expression, while simple and useful for our purposes, has some degree of optimism: the true information
gain is upper bounded by this expression.


Direct blast blanking means that for certain source-target-receiver geometries the detection probability that follows from our
signal-excess modeling must be replaced by zero. Rather than doing so, and for numerical stability in the optimization process,
we choose instead to discount the information gain with a barrier-type function. That is, as the target moves into the direct
blast region, it is still detected but with a rapidly increasing localization uncertainty:


I(Xs, Xr, Xt, ω) = e−κd · I(Xs, Xr, Xt, ω) (71)


where d is the shortest distance between the target and the border of the blanking zone ellipse.
We choose the determinant to be the scalar measure of the quality of information available to the tracker at each waypoint.


Moreover, we consider a set of linear target trajectories T, each consisting of several waypoints. The number of waypoints
along each trajectory differs based on the speed of the target and the sampling interval; the latter is chosen so as to have several
waypoints for the fastest-moving trajectories of interest. We use the (optimistic) simplifying approximation that information
gained along a trajectory is the summation of the information across waypoints. Thus, as the scalar measure for each trajectory
Ti ∈ T , we use the summation of determinants of the fused information matrix over all waypoints wij ∈ Ti:


M(Ti) =
∑
j


det(Ifused(wij)) (72)


The objective function J id defined as the worst-case (i.e. smallest) information gain achieved across all trajectories:


J = min
i
M(Ti) (73)


Maximization of the latter objective function is in fact the well-known minimax criterion: minimization of the maximum
possible loss. In an overt network, a threat submarine would try to choose a path so that it would not be detected. Hence,
operationally, the minimax criterion makes more sense since it makes sure that there are no “holes” in the surveillance region.
We choose it as our objective in the optimization. Note that this objective incorporates (and maximizes) both localization
accuracy and the detection opportunities over the whole trajectory of the target. In other words, it aims to improve the tracking
accuracy at all instances of target penetration. Hence, it can be seen that it relates to other operationally meaningful objectives,
such as maintaining (not losing) a track, or increasing the target detectability.


We refer to a source-receiver pair as a detection node and consider 2-node systems – the 3-node case is discussed in [13]. Is
it better to deploy two sources with one receiver, or is the system with two-receivers and a source good enough? Where should
the assets be deployed. We focus on the important “barrier” (denial of access) case, in which the barrier is the region (-35km,
-10km) to (35km, 10km); there are 15 hypothetical target trajectories considered along this barrier. For instance, trajectory 1
represents a target with heading 200 degrees (from North) and 10kts speed. Along this trajectory, there are 5 waypoints.


Beginning with the LFM signal case (good localization but no Doppler) we consider two 2-node systems: one source and
two receivers, and two sources and one receiver. It turns out that the former case is better in terms of our score function, and
that in either case the optimal placement is that the sources (blue squares in the figure 14) and receivers (circled star in the
figure 14) form a line in the North-South direction. This is intuitive since it allows sensors to see the target from broadside.
The target strength is at its maximum if the bistatic angle is close to 90 degrees (i.e., broadside), meaning that the SNR is high.
Moreover, the receivers are located so that for any given target location, the orientation of the uncertainty ellipses becomes
complementary. Note also that the placement of the assets is not quite symmetric: this is a repeatable result of the optimization,
and is not an accident.


Considering now CF waveforms, the optimal placements are given in figure 15. This time the sensors are in the west-east
orientation. This is again intuitive since the penetrating target provides high range rate (Doppler) measurement, and hence the
information provided to tracker is higher. The complementarity of the waveforms is consistent with the complementarity of the
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Fig. 14. The LFM case. Left: 2 Sources (the squares), 1 Receiver (the circle) case. The lines are trajectories and the dots represent waypoints of each
trajectory. Targets head south. The optimal placement forms a line in the North-South direction. Right: The 1 Source, 2 Receivers case.
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Fig. 15. The CF case, both with one source and two receivers. Left: Target speed is high, 10 knots. Right: Target speed is low, 4 knots.


optimal solutions. Another important observation is that the scores from the faster target are much better (lower) than the other
one. This indicates that the Doppler information is so dominant that even though the slow target has many more waypoints
and hence many more chances to be detected, it is harder to detect it if only a CF waveform is used.


C. Choice of Waveform


It is well-known that an appropriate waveform shape for Doppler sensitivity is one of constant frequency (CF); on the
other hand, a CF waveforms range resolution is generally poor compared to one with higher bandwidth, and a common high-
bandwidth waveform is one that uses a linearly-swept frequency-modulated (LFM) waveform. A GMTI system, for instance,
is therefore faced with a trade-off: use CF to avoid clutter, and use LFM for accuracy. In Figure 16 we show a notional plot
of the interaction between an LFM probe (with accuracy given by measurement error covariance R(k)) and kinematic model’s
track: the prior uncertainty (P (k|k− 1)) of a kinematic target always has a positive correlation between range and range-rate,
while the measurement uncertainty correlation between range and range-rate varies from negative (d) for LFM upsweep to
zero (c) for CF to positive (b) for LFM down sweep. Clearly the LFM upsweep is best.


In [25] the impact of waveform selection and measurement extraction on radar system (i.e., tracking) performance in the
case that both range and range-rate observations are available was investigated. Here are the major conclusions:


1) Because of the positive correlation between track estimation errors in position and velocity, tracking is best served by
a measurement whose position and velocity errors are negatively correlated. This is easily achieved by LFM upsweep;
but the “busy” nature of the ambiguity functions of many fancier waveforms (e.g. VFM, XFM, parabolic FM, and coded
CF) destroys this correlation, and their effectiveness in tracking is unimpressive [6], [23]. Further, although an alternating
CF/LFM waveform suite performs well, it is seldom as useful as a consistent LFM choice.
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Fig. 16. Illustration of the complementarity of prior (heavy-shaded) and measurement (light-shaded) uncertainties for LFM waveforms, in range (horizontal)
and range-rate (vertical) coordinates. The blue shaded region is a cartoon of the posterior uncertainty.


2) For each target kinematic model, as expressed by its maneuvering index, there exists a tracking-optimal LFM upsweep
frequency rate. This frequency sweep rate increases as the target motion model becomes closer to constant velocity
(lower maneuvering index).


3) It is important to control ambiguity function sidelobes. There can be as much as a factor of two improvement when
Hamming weighting is used, as compared with the rectangular-envelope case. Hamming weighting appears to be a good
choice, in general.


4) The probability of detection for a target not precisely at the point of sampling (i.e. not at the center of a resolution cell)
is degraded. Thus, it is worth considering the use of a synthetic discriminant function (SDF) mismatched filter, which
is robust to such perturbations. Results indicate that the performance is SNR-dependent: at high SNR it offers a distinct
improvement, while at low return strength the ordinary matched filter is better.


5) We have in past work used a measurement extraction system by which contiguous threshold-exceedances (in neighboring
resolution cells) are combined to a single measurement, presumably of enhanced accuracy. We have compared this to
a strongest-neighbor approach, and to an amplitude-weighted average; the direct average is a significant improvement
over the strongest-neighbor scheme. The amplitude-weighted is essentially identical in performance to the direct-average
procedure for low-observable targets, but there is a marked improvement in the use of the more-involved amplitude-
weighted approach as the SNR grows larger than 20dB.


6) A simple alternative to these measurement-extraction approaches is direct use of the data association algorithm, basically
to give the PDAF target tracker all threshold exceedances and to allow it to extract a combined measurement. Our results
show that there is very little loss from the use of this approach – we consider this surprising as the PDAF is designed
predicated on an assumption of at most one measurement per target. We note that most alternative tracking algorithms
(MHT and assignment) do not immediately allow for “soft” association of multiple returns, and hence in these cases
some form of measurement extraction is necessary.


Finally, we note that a popular scheme involves the use of both upsweep and downsweep LFM waveforms — from [14] it
was clear that by simple averaging the effect of the target’s range-rate can be cancelled. This is the VFM discussed in [6],
and when both range and range-rate measurements are available VFM does not perform as well as a consistent use of LFM
upsweep. In fact, we conclude that correlated range and range-rate measurements are desirable and should not be avoided.
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Abstract


Sensor Data Fusion is the process of combining incomplete and imperfect pieces of mutually complemen-
tary sensor information in such a way that a better understanding of an underlying real-world phenomenon
is achieved. Typically, this insight is either unobtainable otherwise or a fusion result exceeds what can be
produced from a single sensor output in accuracy, reliability, or cost. Appropriate collection, registration
and alignment, stochastic filtering, logical analysis, space-time integration, exploitation of redundancies,
quantitative evaluation, and appropriate display are part of Sensor Data Fusion as well as the integration of
related context information.


Sensor Data Fusion, as an information technology as well as a branch of engineering science and in-
formatics, is discussed in an introductory part, put into a more general context, and related to information
systems. Basic elements and concepts are introduced. Selected applications are discussed in the subsequent
sections, where specific problems of Sensor Data Fusion are highlighted. The material discussed in the
individual sections is collected from journal publications by the author.
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1 Introduction


Sensor data fusion is an omnipresent phenomenon that existed prior to its technological realization or the
scientific reflection on it. In fact, all living creatures, including human beings, by nature or intuitively per-
form sensor data fusion. Each in their own way, they combine or “fuse” sensations provided by different and
mutually complementary sense organs with knowledge learned from previous experiences and communica-
tions from other creatures. As a result, they produce a “mental picture” of their individual environment, the
basis of behaving appropriately in their struggle to avoid harm or successfully reach a particular goal in a
given situation.


1.1 Situation Pictures


As a sophisticated technology with significant economic and defence implications as well as a branch of
engineering science and applied informatics, modern sensor data fusion aims at automating this capability
of combining complementary pieces of information. Sensor data fusion thus produces a “situation picture”,
a reconstruction of an underlying “real situation”, which is made possible by efficiently implemented math-
ematical algorithms exploiting even imperfect data and enhanced by new information sources. Emphasis
is not only placed on advanced sensor systems, technical equivalents of sense organs, but also on spatially
distributed networks of homogeneous or heterogeneous sensors on stationary or moving platforms and on the
integration of data bases storing large amounts of quantitative context knowledge. The suite of information
sources to be fused is completed by the interaction with human beings, which makes their own observations
and particular expertise accessible.


The information to be fused may comprise a large variety of attributes, characterized, for example, by
sensor ranges from less than a meter to hundreds of kilometers, by time scales ranging from less than second
to a few days, by nearly stationary or rapidly changing scenarios, by actors behaving cooperatively, in-
cooperatively, or even hostile, by high precision measurements or sensor data of poor quality.


Sensor data fusion systems emerging from this branch of technology have in effect the character of “cog-
nitive tools”, which enhance the perceptive faculties of human beings in the same way conventional tools
enhance their physical strength. In this type of interactive assistance system, the strengths of automated data
processing (dealing with mass data, fast calculation, large memory, precision, reliability, robustness etc.)
are put into service for the human beings involved. Automated sensor data fusion actually enables them to
bring their characteristically “human” strengths into play, such as qualitatively correct over-all judgment,
expert knowledge and experience, intuition and creativity, i.e. their “natural intelligence” that cannot be sub-
stituted by automated systems in the foreseeable future. The user requirements to be fulfilled in a particular
application have a strong impact on the actual fusion system design.


1.2 Origins of Modern Development


Sensor data fusion systems have been developed primarily for applications, where a particular need for sup-
port systems of this type exists, for example in time-critical situations or in situations with a high decision
risk, where human deficiencies must be complemented by automatically or interactively working data fusion
techniques. Examples are fusion tools for compensating decreasing attention in routine and mass situations,
for focusing attention on anomalous or rare events, or complementing limited memory, reaction, and com-
bination capabilities of human beings. In addition to the advantages of reducing the human workload in
routine or mass tasks by exploiting large data streams quickly, precisely, and comprehensively, fusion of
mutually complementary information sources typically produces qualitatively new and important knowledge
that otherwise would remain unrevealed.


The demands for developing such support systems are particularly pressing in defence and security ap-
plications, such as surveillance, reconnaissance, threat evaluation, and even weapon control. The earliest
examples of large sensor data fusion projects were designed for air defence against missiles and low-flying
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Figure 1: Overview of the JDL-Model of Sensor Data and Information Fusion [1, Chapter 3], which provides
a structured and integrated view on the complete functional chain from distributed sensors, data bases, and
human reports to the users and their options to act including various feed-back loops at different levels.


bombers and influenced the development of civilian air traffic control systems. The development of modern
sensor data fusion technology and the underlying branch of applied science was stimulated by the advent
of sufficiently powerful and compact computers and high frequency devices, programmable digital signal
processors, and last but not least by the “Stratecic Defence Initiative (SDI)” announced by US President
RONALD REAGAN on March 23, 1983.


After a certain level of maturity has been reached, the Joint Directors of Laboratories (JDL), an advisory
board to the US Department of Defense, coined the technical term “Sensor Data and Information Fusion”
in George Orwell’s very year 1984 and undertook the first attempt of a scientific systematization of the new
technology and the research areas related to it [1, Chapter 2, p. 24]. To the present day, the scientific fu-
sion community speaks of the “JDL Model of Information Fusion” and its subsequent generalizations and
adaptations [1, Chapter 3], [2]. The JDL model provides a structured and integrated view on the complete
functional chain from distributed sensors, data bases, and human reports to the users and their options to act
including various feed-back loops at different levels (Figure 1). It seems to be valid even in the upcoming
large fields of civilian applications of sensor data fusion and computer security [3]. Obviously, the funda-
mental concepts of sensor data fusion have been developed long before their full technical feasibility and
robust realizability in practical applications.


1.3 General Technological Prerequisites


The modern development of sensor data fusion systems was made possible by substantial progress in the
following areas over the recent decades:


1. Advanced and robust sensor systems, technical equivalents of sense organs with high sensitivity or
coverage are made available that may open dimensions of perception usually unaccessible to most
living creatures.
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2. Communication links with sufficient bandwidths, small latencies, stable connectivity, and robustness
against interference are the backbones of spatially distributed networks of homogeneous or heteroge-
neous sensors.


3. Mature navigation systems are prerequisites of (semi-)autonomously operating sensor platforms and
common frames of reference for the sensor data based on precise space-time registration including
mutual alignment.


4. Information technology provides not only sufficient processing power for dealing with large data
streams, but also efficient data base technology and fast algorithmic realizations of data exploitation
methods.


5. Technical interoperability, the ability of two or more sub-systems or components to exchange and to
information, is inevitable to build distributed “systems of systems” for sensor exploration and data
exploitation [4].


6. Advanced and ergonomically efficient human-machine interaction (HMI tools are an integral part of
man-machine-systems presenting the results of sensor data fusion systems to the users in an appropri-
ate way [5].


The technological potential enabled by all these capabilities is much enhanced by integrating then in an
overlay sensor data fusion system.


1.4 Relation to Information Systems


According to this technological infrastructure, human decision makers on all levels of hierarchy, as well as
automated decision making systems, have access to vast amounts of data. In order to optimize use of this
high degree of data availability in various decision tasks, however, the data continuously streaming in must
not overwhelm the human beings, decision making machines, or actuators involved. On the contrary, the
data must be fused in such a way that at the right instant of time the right piece of high-quality information
relevant to a given situation is transmitted to the right user or component and appropriately presented. Only
if this is the case, can the data streams support goal-oriented decisions and coordinated action planing in
practical situations and on all levels of decision hierarchy.


In civilian applications, management information or data warehouse systems are designed in order to han-
dle large information streams. Their equivalents in the defence and security domain are called C4ISTAR Sys-
tems [4]. This acronym denotes computer-assisted functions for C4 (Command, Control, Communications,
Computers), I (Intelligence), and STAR (Surveillance, Target Acquisition and Reconnaissance) in order to
enable the coordination of defence-related operations. While management information or data warehouse
systems are primarily used to obtain competitive advantages in economic environments, C4ISTAR systems
aim at information dominance over potential opponents. The observation that more or less the same termi-
nology is used in both areas for characterizing the struggle to avoid harm or successfully reach goals, is an
indication of far-reaching fundamental commonalities of decision processes in defence command & control
as well as in product development and planing, in spite of different accentuations in particular aspects.


A basic component of C4ISTAR information systems, modular and flexibly designed as “systems of sys-
tems”, is the combination of sensor systems and data bases with appropriate sensor data and information
fusion sub-systems. The objective at this level is the production of timely, consistent and, above all, suffi-
ciently complete and detailed “situation pictures”, which electronically represent a complex and dynamically
evolving overall scenario in the air, on the ground, at sea, or in an urban environment. The concrete oper-
ational requirements and restrictions in a given application define the particular information sources to be
considered and data fusion techniques to be used.


Selected Tracking and Fusion 
Applications for the Defence and Security Domain 


 


 
 


RTO-EN-SET-157(2010) 3 - 5 


 







Figure 2: MAJIIC system architecture emphasizing the deployed sensors, databases, and distributed sensor
data fusion systems (Interoperable ISR Exploitation Stations).


2 Discussion of a Characteristic Example


A particularly mature example of an information system, where advanced sensor data fusion technology is
among its central pillars, is given by a distributed, coalition-wide C4ISTAR system of systems for wide-area
ground surveillance. It mirrors many of the aspects previously addressed and has been carried out within the
framework of a multinational technology program called MAJIIC (Multi-Sensor Aerospace-Ground Joint
ISR Interoperability Coalition) [4, Chapter 20]. By collaboratively using interoperable sensor and data ex-
ploitation systems in coalition operations, MAJIIC has been designed to improve situational awareness of
military commanders over the various levels of the decision making hierarchy.


Based on appropriate concepts of deployment and the corresponding tactical procedures, technological
tools for Collection, Coordination and Intelligence Requirements Management (CCIRM) are initiated by
individual sensor service requests of deployed action forces. The CCIRM tools produce mission plans ac-
cording to superordinate priorities, task sensor systems with appropriate data acquisition missions, initiate
data exploitation and fusion of the produced sensor data streams in order to obtain high-quality reconnais-
sance information, and, last but not least, guarantee the feedback of the right information to the requesting
forces at the right instant of time.


Under the constraint of leaving existing C4ISTAR system components of the nations participating in
MAJIIC unchanged as far as possible, the following aspects are addressed with particular emphasis:


1. The integration of advanced sensor technology for airborne and ground-based wide-area surveillance
is mainly based on Ground Moving Target Indicator Radar (GMTI), Synthetic Aperture Radar (SAR),
electro-optical and infrared sensors (E/O, IR) producing freeze and motion imagery, Electronic Sup-
port Measures (ESM), and artillery localization sensors (radar- or acoustics-based).


2. Another basic issue is the identification and implementation of common standards for distributing
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sensor data from heterogeneous sources including appropriate data and meta-data formats, agreements
on system architectures as well as the design and implementation of advanced information security
concepts.


3. In addition to sensor data fusion technology itself, tools and procedures have been developed and are
continuously enhanced for co-registration of heterogeneous sensors, cross-cueing between the indi-
vidual sensors of a surveillance system, the sensors of different systems, and between sensors and
actuators, as well as for exploitation product management, representation of the “Coalition Ground
Picture”, for coordinated mission planning, tasking, management, and monitoring of the MAJIIC sub-
systems.


4. MAJIIC-specific communications have been designed to be independent of network-types and com-
munication bandwidths, making it adaptable to varying requirements. Commercially available and
standardized internet- and crypto-technology has been used in both the network design and the imple-
mentation of interfaces and operational features. Important functionalities are provided by collabora-
tion tools enabling ad-hoc communication between operators and exchange of structured information.


5. The central information distribution nodes of MAJIIC C4ISTAR system of systems are so-called Coali-
tion Shared Data servers (CSD) making use of modern database technology. Advanced Data Mining
and Data Retrieval tools are part of all MAJIIC data exploitation and fusion systems.


6. From an operational point of view, a continuous interaction between Concept Development and Ex-
perimentation by planning, running, and analyzing simulated and live C4ISTAR experiments is an
essential part of the MAJIIC program, fostering the transfer of MAJIIC capabilities into national and
coalition systems.


Figure 2 provides an overview of the MAJIIC system architecture and the deployed sensor systems.


2.1 From Imperfect Data to Situation Pictures


Sensor data fusion typically provides answers to questions related to objects of interest such as: Do object
exist at all and how many of them are moving in the sensors’ fields of view? Where are they geolocated
at what time? Where will they be in the future with what probability? How can their overall behavior be
characterized? Are anomalies or hints to their possible intentions recognizable? What can be inferred about
the classes the objects belong to or even their identities? Are there clues for characteristic interrelations
between individual objects? In which regions do they have their origin? What can be said about their
possible destinations? Are there observable over-all object flows? Where are sources or sinks of traffic? and
many other questions.


The answers to those questions are the constitutive elements, from which near real-time situation pictures
can be produced that electronically represent a complex and dynamically evolving overall scenario in the air,
on the ground, at sea, under water, as well as in out- or in-door urban environments, and even more abstract
spaces. According to the previous discussion, these “situation elements” must be gained from the currently
received sensor data streams while taking into account all the available context knowledge and pre-history.
Since situation pictures are fundamental to any type of computer-aided decision support, the requirements of
a given application define which particular information sources are to be fused.


The sensor data to be fused are usually inaccurate, incomplete, or ambiguous. Closely-spaced moving
objects are often totally or partially irresolvable. The measured object parameters may be false or corrupted
by hostile measures. The context information is in many cases hard to formalize and even contradictory
in certain aspects. These deficiencies of the information to be fused are unavoidable in any real-world
application. Therefore, the extraction of ‘information elements’ for situation pictures is by no means trivial
and requires a sophisticated mathematical methodology for dealing with imperfect information. Besides a
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Figure 3: Sensor data and information fusion for situation pictures: overview of characteristic aspects and
their mutual interrelation.


precise requirement analysis, this is one of the major scientific features that characterizes and shapes sensor
data fusion as branch of applied science.


2.2 Aspects in Situation Picture Production


Figure 3 provides an overview of different aspects within this context and their mutual interrelation, which
should be emphasized::


1. The underlying sensor systems can be located in different ways (collocated, distributed, mobile) pro-
ducing measurements of the same or of different type. A multisensor system potentially increases the
coverage or data rate of the total system and may help to resolve ambiguities.


2. Even by fusing homogeneous sensors, information can be obtained that is unaccessible to each sensor
individually, such as in stereoscopic vision, where range information is provided by fusing two camera
images taken from different viewpoints.


3. Fusion of heterogeneous sensor data is of particular importance, such as the combination of kinematic
measurements with measured attributes providing information on the classes to which objects belongs
to. Examples for measured attributes are Signal Intelligence (SIGINT), Jet Engine Modulation (JEM),
radial or lateral object extension, chemical signatures etc.


4. Especially for defense and security applications, the distinction between active and passive sensing
is important as passive sensors enable covert surveillance, which does not reveal itself by actively
emitting radiation.


5. Multi-functional sensor systems, such as phased-array radar, offer additional operational modes, thus
requiring more intelligent strategies of sensor management that provide feedback to the process of
information acquisition via appropriate control or correction commands. By this, the surveillance
objectives can often be reached much more efficiently.


Selected Tracking and Fusion 
Applications for the Defence and Security Domain 


 


 
 


3 - 8 RTO-EN-SET-157(2010) 


 







6. Context information is given, for example, by available knowledge on sensor and object properties,
which is often quantitatively described by statistical models. Context knowledge is also given by
environmental information on roads or topographical occlusions and provided by Geographical Infor-
mation Systems (GIS). Seen from a different perspective, context information, such as road maps, can
also be extracted from real-time sensor data directly.


7. Militarily relevant context knowledge (e.g. doctrines, planning data, tactics) and human observer re-
ports (HUMINT: Human Intelligence) is also important information in the fusion process. The ex-
ploitation of context information of this kind can significantly improve the fusion system performance.


2.3 Remarks on the Methods Used


Situation elements for producing timely situation pictures are provided by integratively and spatio-temporally
processing various pieces of information that in themselves often may have only limited value for under-
standing the situation. Essentially, logical cross-references, inherent complementarity, and redundancy are
exploited. More concretely speaking, the methods used are characterized by a stochastic approach (estimat-
ing relevant state quantities) and a more heuristically defined knowledge-based approach (modeling actual
human behavior when exploiting information).


Among the data exploitation products of data fusion systems, object ‘tracks’ are of particular importance.
Tracking faces an omnipresent aspect in every real-world application insofar as it is dealing with fusion of
data produced at different instants of time; i.e. tracking is important in all applications where particular
emphasis is placed on the fact that the sensor data to be exploited have the character of a time series.


Tracks thus represent currently available knowledge on relevant, time-varying quantities characterizing
the instantaneous “state” of individual targets or target groups of interest, such as aircraft, ships, submarines,
vehicles, or moving persons. Quantitative measures that reliably describe the quality of this knowledge are
an integral part of a track. The information obtained by ‘tracking’ algorithms [6, 7, 8, 9] also includes the
history of the targets. If possible, a one-to-one association between the target trajectories in the sensors’
field of view and the produced tracks is to be established and has to be preserved as long as possible (track
continuity). The achievable track quality does not only depend on the performance of the sensors used, but
also on target properties and the operational conditions within the scenario to be observed. If tracks ‘match’
with the underlying real situation within the bounds defined by inherent quality measures being part of them,
we speak of ‘track consistency”.


Tracking algorithms, including Bayesian multiple hypothesis trackers as particularly well-understood ex-
amples, are iterative updating schemes for conditional probability density functions representing all available
knowledge on the kinematic state of the objects to be tracked at discrete instants of time tl. The probability
densities are conditioned by both, the sensor data accumulated up to some time tk, typically the current data
acquisition time, as well as by available context information, such as on sensor characteristics, the object
dynamics, the environment, topographical maps, or on certain rules governing the object behavior. Depend-
ing on the time instant tl at which estimates for the state xl are required, the related estimation process is
referred to as prediction (tl > tk), filtering (tl = tk), or retrodiction (tl < tk) [10, 11].


2.4 A Schematic Sensor Data Fusion System


Figure 4 shows a generic scheme of functional building blocks within a multiple sensor tracking and data
fusion system along with its relation to the underlying sensors. In the case of multi-functional sensors, there
is feedback from the tracking system to the process of sensor data acquisition (sensor management). The
following aspects should be emphasized:
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Figure 4: Generic scheme of functional building blocks within a tracking/fusion system along with its rela-
tion to the sensors (centralized configuration, type IV according to O. Drummond).


2.4.1 Sensor Systems


After passing a detection process, essentially working as a means of data rate reduction, the signal processing
provides estimates of parameters characterizing the waveforms received at the sensors’ front ends (e.g. radar
antennas). From these estimates sensor reports are created, i.e. measured quantities possibly related to objects
of interest, which are the input for the tracking and sensor data fusion system. By using multiple sensors
instead of one single sensor, among other benefits, the reliability and robustness of the entire system is usually
increased, since malfunctions are recognized easier and earlier and often can be compensated without risking
a total system breakdown.


2.4.2 Interoperability


A prerequisite of all further processing steps, which at first sight seems to be trivial, is technical interoper-
ability. It guarantees that all relevant sensor data are transmitted properly, in a timely way, and completely
including all necessary meta-data describing the sensor performance, the platform parameters, and environ-
mental characteristics. This type of meta data is necessary to transform the sensor data into common frames
of reference, to identify identical pieces of data, and to merge similar pieces of data into one single aug-
mented piece of information. The process of combining data from different sources and providing the user
with a unified view of these data is sometimes also referred to as data integration. Often interoperability acts
as a bottleneck in designing real-world data fusion systems of systems [4, Chapter 20].


2.4.3 Fusion Process


All sensor data that can be associated to existing tracks are used for track maintenance (using, e.g., pre-
diction, filtering, and retrodiction). The remaining data are processed for initiating new tentative tracks
(multiple frame track extraction). Association techniques thus play a key role in tracking/fusion applica-
tions. Context information in terms of statistical models (sensor performance, object characteristics, object
environment) is a prerequisite for track maintenance and initiation. Track confirmation/termination, classi-
fication/identification, and fusion of tracks related to the same objects or object groups are part of the track
management functionalities.
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2.4.4 Human-Machine Interface


The scheme is completed by a human-machine interface with display and interaction functions. Context
information can be updated or modified by direct human interaction or by the track processor itself, for
example as a consequence of object classification or road map extraction. For an introduction to the vast
literature on the related problems in human factors engineering and on practical systems solutions see [5].


2.5 On Measuring Fusion Performance


In sensor data fusion, the underlying ‘real’ situation is typically unknown. Only in expensive and time-
consuming experiments certain aspects of a dynamically evolving situation are monitored, sometimes even
with questionable accuracy. For this reason, experiments are valuable for demonstrating the “proof of con-
cept” as well as to understand the underlying physical phenomena and operational problems, for example.
They are of limited use, however, in performance evaluation and prediction. This underlines the role of
comprehensive Monte-Carlo-simulations in fusion system performance evaluation.


According to the previous discussion, sensor data fusion systems try to establish one-to-one relations
between objects in the sensors’ fields of view and identified object tracks in the situation picture. Strictly
speaking, this is only possible under ideal conditions regarding the sensor performance and the underlying
target scenario. It seems thus reasonable to measure the performance of a given tracking/fusion system by its
characteristic deficiencies when compared to this ideal goal. In general, two categories of deficiencies can
be distinguished that are either caused by mis-match regarding the input data or by non-optimal processing
and unfavorable application constraints.


Selected Performance Measures Selected performance measures or ‘measures of deficiency’ in the sense
of the previous discussion, which have practical relevance in fusion systems design should be emphasized in
the following.


1. Usually a time delay is involved until a track has been extracted from the sensor data. A corresponding
performance measure is thus given by the ‘extraction delay’ between the first detection of a target by
a sensor and a confirmed track.


2. False tracks, i.e. tracks related to unreal or unwanted targets, are unavoidable in the case of a high false
return density (e.g. by clutter, jamming/deception). Corresponding ‘deficiencies’ are: mean number of
falsely extracted targets per time and mean life time of a false track before its deletion.


3. Targets should be represented by one and the same track until leaving the field of view. Related
performance measures are: mean life time of true target tracks, probability of an ‘identity switch’, and
probability of a target not being represented by a track.


4. The track inaccuracy (given by the error covariance matrix of a state estimate, e.g.) should be as small
as possible. Furthermore, the deviations between the estimated and actual target characteristics should
correspond with the error covariance matrices produced (consistency). If this is not the case, ‘track
loss’ usually occurs.


In a given application it is by no means simple to achieve a reasonable compromise between the various,
competing performance measures and the user requirements. Optimization with respect to one measure may
easily degrade other performance measures, finally deteriorating the entire system performance. This is
especially true under more challenging conditions.
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2.6 Tracking-derived Situation Elements


The primary objective of multiple sensor target tracking is to explore the underlying target kinematics such
as position, velocity, or acceleration. In other words, standard target tracking applications gain information
related to ‘Level 1 Fusion’ according to the well-established terminology of the JDL model of information
fusion (see e.g. [1, Chapter 2] and the literature cited therein). Kinematic data of this type, however, are
by no means the only information to be derived from target tracks. In many cases, reliable and quantitative
higher level information according to the JDL terminology can be obtained. To be more concrete, wide-area
air and ground surveillance is considered here as an important real-world example serving as a paradigm for
other challenging tracking and fusion applications.


2.6.1 Inferences based on Retrodicted Tracks


The first type of higher JDL level information to be inferred from tracking data is based on a closer analysis
of the histories of the kinematic object states provided by retrodiction techniques. The statements derived
typically refer to object characteristics that are either time invariant or change with time on a much larger
scale than kinematics quantities usually tend to do. This is the main reason why the gain in accuracy achiev-
able by retrodiction techniques can be exploited.


• Velocity History. The analysis of precisely retrodicted velocity histories enables the distinction of
objects belonging to different classes such as moving persons, boats, vehicles, vessels, helicopters,
or jet aircraft. If the object speed estimated with sufficiently high accuracy has exceeded a certain
threshold, certain object classes can be reliably be excluded. As an example, uncertainty whether an
object is a helicopter or a wing aircraft can be resolved if in the track history a velocity vector ‘Zero’
exists. Depending on the context of the underlying application, classifications of this type can be
essential to generate an alert report.


• Acceleration History. Similar considerations are valid if acceleration histories are taken into account:
High normal accelerations, e.g., are a clear indication of a fighter aircraft. Moreover, one can safely
conclude that a fighter aircraft observed with a normal acceleration > 6 g, for example, is not carrying
a certain type of weaponry (any more). In other words, conclusions on the threat level connected with
the objects observed can be drawn by analyzing kinematic tracks.


• Heading, Aspect Angle. Precise reconstructions of the targets’ heading vectors are not only important
input information for threat evaluation and weapon assignment in themselves, but also enable estimates
of the aspect angle of an object at a given instant of time with respect to other sensors, such as those
producing high range or Doppler resolution spectra. Track-derived information of this type is basic for
fusing spectra distributed in time and can greatly improve object classification thus providing higher-
JDL-level information.


• Rare Event Detection. Analysis of JDL-level-1 tracks can be the key to detecting rare or anomalous
events by fusing kinematic tracks with other context information such as annotated digital road maps
and general rules of behavior. A simple example in the area of continuous-time, wide-area ground
surveillance can be the production of an alert message if a large freight vehicle is observed at an
unusual time on a dirt road in a forest region. There are analogous examples in the maritime or air
domain.


2.6.2 Inferences based on Multiple Target Tracking


A second type of higher JDL level information related to mutual object interrelations can be inferred from
JDL level 1 tracking data if emphasis is placed on the results of multiple target tracking.
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• Common History. Multiple target tracking methods can identify whether a set of targets belongs to the
same collectively moving group, such as an aircraft formation or a vehicle convoy, whose spatial ex-
tension may be estimated and tracked. If an aircraft formation has split off after a phase of penetration,
e.g., the interrelation between the individual objects is to be preserved and provides valuable higher-
JDL-level information that is important, e.g., when a former group target is classified as ‘hostile’ since
this implies that all other targets originally belonging to the same group are likely to be hostile as well.


• Object Sources and Sinks. The analysis of large amounts of target tracks furthermore enables the
recognition of sources and sinks of moving targets. By this type of reasoning, certain areas can be
identified as air fields, for example, or an area of concentration of military forces. In combination
with available context information, the analysis of multiple object tracks can also be used for target
classification by origin or destination. A classification as hostile or suspect directly leads to an alert
report.


• Split-off Events. By exploiting multiple target tracking techniques, certain split-off events can be iden-
tified as launches of air-to-air or air-to-surface missiles. The recognition of such an event from JDL-
level-1 tracking information not only has implications on classifying the original target as a fighter
aircraft, but can also establish a certain type of ‘book-keeping’, such as counting the number of mis-
sile launches. This enables estimates of the residual combat strength of the object, which has direct
implications on countermeasures, e.g.


• Stopping Events. In the case of MTI radar (Moving Target Indicator), Doppler blindness can be used
to detect the event ‘A target under track has stopped.’, provided this phenomenon is described by
appropriate sensor models. If there is previous evidence for a missile launcher, e.g., missing data due to
Doppler blindness may indicate preparation for launch with implications on potential countermeasures.
In combination with other tracks, a stopping event may also establish new object interrelations, for
example, when a target is waiting for another and then moving with it.


2.7 Selected Issues in Anomaly Detection


Anomaly detection can be regarded as a process of information fusion that combines incomplete and imper-
fect pieces of mutually complementary sensor data and context information in such a way that the attention
of human decision makers or decision making systems is focused on particular events that are “irregular” or
may cause harm and thus require special actions, such as exploiting more specialized sensors or initiating
appropriate activities by military or security personnel [12]. Fusion-based anomaly detection thus improves
situational awareness. What is actually meant by “regular” or “irregular” events is higher-level information
itself that depends on the context of the underlying application. Here, it is either assumed to be a priori
known or to be learned from statistical long-time analysis of typical situations.


In complex surveillance applications, we can often take advantage of context information on the sensing
environment insofar as it is the stationary or slowly changing “stage” where a dynamic scenario evolves.
Typical examples of such environmental information are digital road or sea-/air-lane maps and related in-
formation, which can essentially be regarded as spatial motion constraints (see Figure 5 as an illustration).
In principle, this information is available by Geographical Information Systems (GIS). Another category of
context information is provided by visibility models and littoral or weather maps indicating regions, where
a high clutter background is to be taken into account, for example. Moreover, rather detailed planning infor-
mation is often available. This category of information is not only important in mission planning or in the
deployment and management of sensor systems, but can be used to decide whether an object is moving on a
lane or leaving it, for example. In addition, ground-, sea- or air-lane information information can be used to
improve the track accuracy of lane-moving vehicles and enhance track continuity.
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Figure 5: Illustration of sea lanes and strategic passages in Pacific Asia.


2.7.1 Integration of Planning Information


In certain applications, rather detailed planning information is available, which provides valuable context
knowledge on the temporal evolution of the objects involved and can in principle be incorporated into the
tracking formalism. Planning information is often approximately described by space-time waypoints that
have to be passed by the individual objects during a preplanned operation, i.e. by a set of position vectors to
be reached at given instants of time and possibly via particular routes (roads, lanes) between the waypoints.
In addition, we assume that the acceptable tolerances related to the arrival of the objects at the waypoints
are characterized by known error covariance matrices, possibly individually chosen for each waypoint and
object, and that the association between the waypoínts and the objects is predefined.


The impact of waypoints on the trajectory to be estimated from future sensor data (under the assumption
that the plan is actually kept) can simply be obtained by processing the waypoints as additional artificial
‘measurements’ via the standard Bayesian tracking paradigm, where the tolerance covariance matrices are
taken into account as the corresponding ‘measurement error covariances’. If this is done, the processing
of sensor measurements with a younger time stamp are to be treated as “out-of sequence” measurements
with respect to the artificial waypoint measurements processed earlier. According to these considerations,
planning information can well improve both track accuracy and continuity as well as facilitate the sensor-
data-to-track association problems involved, provided the plan is actually kept.


2.7.2 Detecting Regularity Pattern Violation


A practically important class of anomalies results from a violation of regularity patterns such as those pre-
viously discussed (motion on ground-, sea-, or air-lanes or following preplanned waypoints and routes). An
anomaly detector thus has to decide between two alternatives:


• The observed objects obey an underlying pattern.
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• The pattern is not obeyed (e.g. off-lane, unplanned).


Decisions of this type are characterized by decision errors of first and second. In most cases, it is desirable
to make the decisions between both alternatives for given decision errors to be accepted. A “sequential
likelihood ratio” test fulfills this requirement and has enormous practical importance. As soon as the test
decided that the pattern is obeyed, the calculation of the likelihood ratio can be restarted since it is more
or less a by-product of track maintenance. The output of subsequent sequential ratio tests can serve to re-
confirm “normality” or to detect a violation of the pattern at last. The most important theoretical result on
sequential likelihood ratio tests is the fact that the test has a minimum decision length on average given
predefined statistical decision errors of first and second kind.


2.7.3 Tracking-derived Regularity Patterns


We have discussed moving targets that obey certain space-time constraints that are a priori known
(roads/lanes, planned waypoints). A violation of these constraints was quite naturally interpreted as an
anomaly. Seen from a different perspective, however, moving targets that are assumed to obey a priori un-
known space-time constraints and to be observed by wide-area sensors, such as vehicles on an unknown road
network, produce large data streams that can also be used for extracting the underlying space-time constraint,
e.g. a road map. After a suitable post-processing, the produced tracks of motion-constrained targets simply
define the corresponding constraints and can thus be extracted from tracking-based results. Extracted road-
maps can be highly up-to-date and precise. A discussion where such ideas are used in wide-area maritime
surveillance using AIS data can be found in [13] (AIS: Automatic Identification System).


3 Integration of Advanced Sensor Properties


Advanced signal processing techniques exploit even sophisticated physical phenomena of objects of interest
and are fundamental to modern sensor system design. In particular, they have a direct impact on the quan-
titative and qualitative properties of the sensor data produced and to be fused. This makes a more subtle
modeling of the statistical characteristics of the sensor output inevitable. Via constructing appropriate sensor
models based on a deeper insight into the physical and technical sensor design principles, the performance
of tracking and sensor data fusion systems can be significantly improved.


This section is focused on selected physical and technical properties of sensor systems that are used
in real-world ISR applications (Intelligence, Surveillance, and Reconnaissance), such as those discussed
in [4, Chapter 20]. The analysis of characteristic examples shows that context information on particular
performance features of the sensor systems involved is useful, in some cases even inevitable, to fulfill an
overall ISR task. The Bayesian methodology discussed in Part I is wide and flexible enough to integrate
more sophisticated, appropriately designed, but still mathematically tractable likelihood functions into the
process of Bayesian Knowledge Propagation. The discussed examples cover finite sensor resolution and
main-lobe jamming.


The possibility to exploit even negative sensor evidence is a consequence that is directly connected with
the use of more advanced sensor models. This notion covers the conclusions to be drawn from expected, but
actually missing sensor measurements for improving the state estimates of objects under track. Even a failed
attempt to detect an object of interest is a useful sensor output that is interpretable only if a consistent sensor
modeling is available.


3.1 Finite Sensor Resolution


Air surveillance in a dense object / dense clutter environment is a difficult task that requires refined data
association and tracking techniques. In this context, tracking for maneuvering groups of objects that join,
operate closely-spaced for a while, and split off again is confronted with mainly three problems:
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1. Sensor Resolution: Due to the limited resolution of every radar sensor, closely-spaced targets will con-
tinuously transition from being resolved to irrresolved and back again. The importance of resolution
phenomena has been addressed in [14].


2. Data Association: Ambiguous data-to-object associations due to overlapping expectation gates are an
inherent problem for formations, which is made even more difficult by high false return densities and
missed detections.


3. Maneuvers: Often distinct maneuvering phases can be identified, as even agile objects will not always
make use of their maneuvering capability. Nevertheless, abrupt turns may occur, e.g. if a formation
dissolves into well-separated objects.


These problems require the use of multiple hypothesis, multiple model tracking methods as discussed in Part
I. The multiple hypothesis character mirrors the uncertain origin of the data, while the multiple models refer
to the different maneuvering phases. In [15], we proposed a model providing a qualitative description of
resolution phenomena in terms of the resolution probability, by which potentially irresolved measurements
can be handled within the Bayesian framework. The data association problem is covered by a likelihood
function p(Zk,mk|xk) that statistically describes what a set of mk observations Zk = {zjk}


mk
j=1 can say


about the joint state xk of the objects to be tracked. Due to the Total Probability Theorem, it can be written
as a sum over all possible, mutually exclusive, and exhaustive data interpretations jk:


p(Zk,mk|xk) =
∑
jk


p(Zk,mk, jk|xk) (1)


=
∑
jk


p(Zk|mk, jk,xk) p(mk|jk,xk) p(jk|xk). (2)


Generally, the formulation of such likelihood functions is by no means a trivial task. In many practical
cases, however, a given multiple-object tracking problem can be decomposed into independent sub-problems
of reduced complexity. The example below is practically important but can still be handled more or less
rigorously.


3.1.1 A Radar Resolution Model


For the sake of conciseness, we confine the discussion to non-imaging radar sensors. With some modifica-
tions, the results can also be transfered to infrared or electro-optical sensors, for example. Let us consider
a medium range radar producing range and azimuth measurements of an object formation consisting of two
targets. For physical reasons the resolution in range, azimuth, and range-rate will be independent from each
other. In particular, range and cross-range resolution differ significantly in many radar applications. There-
fore, the resolution performance of the sensor is expected to depend strongly on the current sensor-to-group
geometry and the relative orientation of the targets within the group. The sensor’s resolution capability is
also determined by the particular signal processing techniques used and the random target fluctuations. As
a complete description is rather complicated, we have to look for a simplified, but qualitatively correct and
mathematically tractable model. In any case, the radar resolution capability in range and azimuth is limited
by the corresponding band- and beam-width. These radar-specific parameters must explicitly enter into any
processing of potentially irresolved plots. The typical size of resolution cells in a medium distance is about
50 m (range) and 500 m (cross range). As in target formations the mutual distance may well be 50 - 500 m
or even less, the limited sensor resolution is a real problem in object tracking.


Centroid Measurements Under the hypothesis jk = Eiik assuming that the radar plot zik is an irresolved
measurement belonging to two targets with a joint vector xk = (x1>


k ,x2>
k )>, the conditional likelihood is
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given by:


p(zik|xk) = N
(
zik; Hg


kxk, Rg
k


)
, (3)


where the measurement matrix Hg
k describes a centroid measurement of the group center, characterized by a


corresponding measurement error covariance matrix Rg
k:


Hg
kxk = 1


2Hk(x1
k + x2


k), (4)


where (rk, ϕk)> = Hkxik, i = 1, 2, is the measurement of the underlying tracking problem, where resolution
phenomena are irrelevant.


Resolution Probability Resolution phenomena will be observed if the range and angular distances be-
tween the objects are small compared with αr, αϕ: ∆rk/αr < 1 and ∆ϕk/αϕ < 1. The objects within
the group are resolvable if ∆rk/αr � 1 or ∆ϕk/αϕ � 1. Furthermore, we expect a narrow transient re-
gion. A more quantitative description is provided by introducing a resolution probability Pr = Pr(∆r,∆ϕ)
depending on the sensor-to-group geometry. It can be expressed by a corresponding probability of being
irresolvable Pr = 1− Pu(∆rk,∆ϕk). Let us describe Pu by a Gaussian-type function of the relative range
and angular distances [15]:


Pu(∆rk,∆ϕk) = exp
[
− log 2(∆rk


αr
)2
]


exp
[
− log 2(∆ϕk


αϕ
)2
]
. (5)


Obviously, this simple model for describing resolution phenomena reflects the previous, more qualitative
discussion. We in particular observe that Pu is reduced by a factor of 2 if ∆rk is increased from zero to αr.
Due to the Gaussian character of its dependency on the state vector xk the probability Pu can formally be
written in terms of a normal density:


Pu = exp
[
− log 2


(
Hk(x1


k − x2
k)
)>A−1(Hkx1


k −Hkxk2)
]


(6)


= exp
[
− log 2 (Hu


kxk)
>A−1Hu


kxk
]
. (7)


Here the resolution matrix A is defined by A = diag(α2
r , α


2
ϕ), while the quantity Hu


kxk = Hk(x1
k − x2


k)
can be interpreted a measurement matrix for distance measurements. Up to a constant factor the resolution
probability probability Pu(xk) might formally be interpreted as the fictitious likelihood function of a mea-
surement 0 of the distance Hk(x1


k − x2
k) between the objects with a corresponding fictitious measurement


error covariance matrix Ru defined by the resolution parameters αr, αϕ.


Pu(xk) = |2πRu|−1/2 N
(
O; Huxk, Ru


k


)
. (8)


with Ru
k = A


2 log 2 = 1
2 log 2diag[α2


r , α
2
ϕ]. According to a first order Taylor expansion, the resolution matrix


describing the resolution cells in Cartesian coordinates proves to be time dependent and results from the
matrix A by applying dilatation and a rotation. In the same way as the Cartesian measurement error ellipses,
the Cartesian “resolution ellipses” depend on the target range. Suppose we have αr = 100 m and αϕ = 1◦. We
then expect that the resolution in a distance of 50 km is about 100 m (range) and 900 m (cross range). Since
for military targets in a formation their mutual distance may well be 200 - 500 m or even less, resolution is a
real target tracking problem.


Impact of Sensor-to-Object Geometry We expect that the resolution performance of the sensor is highly
dependent on the current sensor-to-group geometry and the relative orientation of the targets within the
group. As an example, let us consider the simplified situation in Figure 6. A formation with two targets is
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Figure 6: Radar resolution phenomena: simulated object group passing a radar sensor (left: limited by
azimuth resolution, right: limited by range resolution).


passing a radar. We here consider an echelon formation. R is the minimum distance of the group center from
the radar.


Figure 7 shows the resulting probability Pu(r;R) parameterized by R = 0, 10, 30, 60 km as a function of
the distance r between the formation center and the radar. The solid lines refer to a formation approaching
the radar (ṙ < 0), the dashed lines refer to ṙ > 0. For R 6= 0, both flight phases differ substantially. Near R,
the probability Pu varies strongly (0.85→ 0.15). For a radial flight (R = 0), we observe no asymmetry and
Pu is constant over a wide range (r � rc).


3.1.2 Resolution-specific Likelihood


For a cluster of two closely-spaced objects moving in a cluttered environment five different classes of data
interpretations exist [15]:


1. Eiik , i = 1, . . . ,mk: Both objects have not been resolved but detected as a group with probability P uD,
zik ∈ Zk representing the centroid measurement; all remaining returns are false (mk data interpreta-
tions):


p(Zk|mk, E
ii
k ,xk) =


N (zjk; H
g
kxk,R


g
k)


|FoV|mk−1
(9)


p(mk|Eiik ,xk) = pF (nk − 1) (10)


P (Eiik |xk) = 1
mk


Pu(xk) P uD. (11)


With Pu as represented in Equation 8, p(Zk,mk, E
ii
k |xk) is up to a constant factor given by:


p(Zk,mk, E
ii
k |xk) ∝ N


((
zik
0


)
;
(


Hg
k


Hu
k


)
xk,
(


Rg
k O


O Ru
k


))
. (12)


Hence, under the hypothesis Eiik two measurements are to be processed: the (real) plot zik of the
group center Hg


kxk = 1
2Hk(x1


k + x2
k) and a (fictitious) measurement ‘zero’ of the distance Hu


kxk =
Hk(x1


k−x2
k) between the objects. We can thus speak of ‘negative’ sensor information [16], as the lack


of a second target measurement conveys information on the target position. In the case of a resolution
conflict, the relative target distance must be smaller than the resolution.


2. E0
k : Both objects were neither resolved nor detected as a group, so all returns in Zk are thus assumed


to be false (one interpretation hypothesis):


p(Zk,mk|E0
k , xk) = Pu(xk) (1− P uD) pF (mk) (13)


P (E0
k |xk) = Pu(xk) (1− P uD). (14)
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Pu = Pu(r;R): Echelon Formation
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Figure 7: Effect of the underlying sensor-to-group geometry: resolution probability depending on the dis-
tance between group center and radar for R = 0, 10, 30, 60 km.


In analogy to the previous considerations, we can write up to a constant factor:


p(Zk,mk, E
0
k |xk) ∝ N


(
0; Hu


kx, Ru
k


)
. (15)


This means that even under the hypothesis of a missing irresolved plot, at least a fictitious distance
measurement 0 is processed with a measurement error given by the sensor resolution.


3. Eijk , i, j = 1, . . . ,mk, i 6= j: Both objects were resolved and detected, zik, z
j
k ∈ Zk are the measure-


ments, mk − 2 returns are false (mk(mk − 1) interpretations):


p(Zk|mk, E
ij
k ,xk) =


N (zik; Hkx1
k,Rk)N (zjk; Hkx2


k,Rk)
|FoV|mk−2


(16)


p(mk|Eijk ,xk) = pF (mk − 2) (17)


P (Eijk |xk) =
(


1−Pu(xk)
)


mk(mk−1) P 2
D. (18)


According to the factor 1−Pu(xk) = 1−|2πRu|
1
2 N


(
0; Hu


kx, Ru
k


)
the likelihood function becomes


a mixture, in which negative weighting factors can occur. Nevertheless, the coefficients sum up to
one; the density p(xk|Zk) is thus well-defined. This reflects the fact that in case of a resolved group
the targets must have a certain minimum distance between each other which is given by the sensor
resolution. Otherwise they would not have been resolvable.


4. Ei0k , E
0i
k , i = 1, . . . ,mk: Both objects were resolved but only one object was detected, zik ∈ Zk is the


measurement, mk − 1 returns in Zk are false (2mk interpretations):


p(Zk,mk|Ei0k ,xk) = |FoV|1−nk N (zik; Hkx1
k, Rk) pF (mk − 1) (19)


P (Ei0k |xk) = 1
mk


(
1− Pu(xk)


)
PD (1− PD). (20)


Selected Tracking and Fusion 
Applications for the Defence and Security Domain 


 


 
 


RTO-EN-SET-157(2010) 3 - 19 


 







5. E00
k : The objects were resolved, but not detected; all mk plots in Zk are false (one interpretation):


p(Zk,mk|E00
k , xk) = |FoV|−mk pF (mk) (21)


P (E00
k |xk) =


(
1− Pu(xk)


)
(1− PD)2. (22)


Since there exist (mk + 1)2 + 1 interpretation hypotheses, the ambiguity for even small clusters of closely-
spaced objects is much higher than in the case of well-separated objects (mk + 1 each). This means that
only small groups can be handled more or less rigorously. For larger clusters (raids of military aircraft, for
instance) a collective treatment seems to be reasonable until the group splits off into smaller sub-clusters or
individual objects.


Up to a factor 1
mk! ρ


mk−2
F |FoV |−mk e−|FoV|ρF independent of xk, the likelihood function of potentially


irresolved sensor data in a clutter background,


p(Zk,mk|xk) = p(Zk,mk, E
0
k) +


mk∑
i,j=0


p(Zk, E
ij
k ,mk|xk), (23)


is proportional to a sum of Gaußians and a constant:


p(Zk, nk|xk) ∝ ρ2
F (1− PD)2


(
1− Pu(xk)


)
+ ρF (1− P uD)Pu(xk)+


P uDρFPu(xk)
nk∑
i=1


N (zik; Hg
kxk, Rg


k)+


ρFPD(1− PD)
(
1− Pu(xk)


) nk∑
i=1


{
N (zik; Hkx1


k, Rk) + N (zik; Hkx2
k, Rk)


}
+


P 2
D


(
1− Pu(xk)


) nk∑
i,j=1
i6=j


pijk (xk) N (zik; Hkx1
k, Rk) N (zjk; Hkx2


k, Rk). (24)


3.1.3 A Formation Tracking Example


If the spatial false return density is not too high, JPDA-type approximations [8] can be applied. According to
this philosophy, the joint state mixture density p(x1


k,x
2
k|Zk) resulting from the likelihood function previously


discussed is approximated by a single Gaussian with the same expectation vector and covariance matrix as
the mixture p(x1


k,x
2
k|Zk) (moment matching [8, p. 56 ff]). Objects moving closely-spaced for some time


irreversibly lose their identity: When they dissolve again, a unique track-to-target association is impossible.
It is thus reasonable to deal with densities that are symmetric under permutations of the individual targets.
Thus, no statistically relevant information is lost and the filter performance remains unchanged, while the
mean number of hypotheses involved may be significantly reduced. Within the framework of JPDA-type
approximations, this has the following effect: Before combining two components of the mixture via moment
matching, we check if the components are more ‘similar’ to each other when the target indices are switched.
If this is the case, we combine them instead. These considerations are also a useful and simple means to
avoid track coalescence.


Figure 8 shows a set of data from a typical medium-range radar. The scan interval is 5 sec and the
detection probability about 80%. The example clearly shows that resolution must be taken into account as
soon as the targets begin to move closely-spaced. Figures 9, 10 show the estimation error ellipses for two
targets (red, white) resulting from JPDA filtering. While in Figure 9 perfect sensor resolution was assumed
(wrongly!), in Figure 10 the previous resolution model was used. JPDA filtering without considering resolu-
tion phenomena evidently fails after a few frames, as indicated by diverging tracking error ellipses. This has
a simple explanation: without modeling the limited sensor resolution, an actually produced irresolved plot
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Formation Flight: Raw Data
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Figure 8: Partly irresolved aircraft formation: accumulated raw data of a mid-range radar.


JPDAF: Perfect Detection Assumed
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Figure 9: Tracking of an aircraft formation: filtering results (JPDA, no resolution model).
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JPDAF: Imperfect Detection Assumed
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Figure 10: Tracking of an aircraft formation: filtering results (with resolution model).


can only be treated as a single target measurement along with a missed detection. In consequence, the related
covariance matrices increase in size. This effect is further intensified by subsequent irresolved returns. If
hypotheses related to resolution conflicts are taken into account, however, the tracking remains stable. The
error ellipses in Figures 9, 10 have been enlarged to make their data-driven adaptivity more visible. The el-
lipses shrink, for instance, if both targets are actually resolved in a particular scan. The transient enlargement
halfway during the formation flight is caused by a crossing target situation.


3.1.4 Resolution: Summary of Results


MHT filtering with explicit handling of resolution conflicts can successfully be applied to real radar data [17].
The main conclusions of extensive simulations based on exemplary scenarios and typical radar parameters
are [18]:


1. For objects with overlapping expectation gates and potentially irresolved measurements, MHT filters
that handle data association conflicts in combination with resolution phenomena by far outperform
more conventional trackers (monohypothesis approximations or filters ignoring imperfect resolution).
Much higher false return densities and significantly lower detection probabilities can be tolerated, the
tracks are more accurate, the correlation gates are reduced in size, and the critical phases of joining
and splitting-off are supported.


2. Provided only primary radar data are available, information on the object identity rapidly fades out
while the objects move closely-spaced and produce potentially irresolved plots. After splitting off
again, a unique track-to-target correlation is no longer possible. We may thus drop the notion of
identity and deal with indistinguishable targets. By this, no statistically relevant information is lost, i.e.
the number of hypotheses involved can significantly be reduced without affecting the track accuracy.


3. Whether an object group is resolvable or not is highly dependent on the specific sensor-to-object
geometry considered and on the position of the objects relative to each other. This phenomenon is
adaptively taken into account by the resolution model used. As the correct association hypotheses
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can reliably be reconstructed by retrodiction techniques at the expense of some delay, the resolution
model may in a retrospective view provide information on the relative position of the targets within
the formation.


4. Besides the ambiguity due to irresolved or missed detections, overlapping correlation gates, and false
returns, scenarios with highly maneuvering targets are also ambiguous with respect to the object evo-
lution model assumed to be in effect. Hypotheses related to resolution conflicts fit well into the more
complex framework of IMM-MHT and provide performance improvements over more simplified dy-
namics models.


A detailed discussion of this approach has been published in:


• W. Koch and G. van Keuk


Multiple Hypothesis Track Maintenance with Possibly Unresolved Measurements


IEEE Transactions on Aerospace and Electronic Systems, Vol. 33, No. 3, p.883-892, July 1997.


An extended version with results from various related conference papers of the author has been pub-
lished as a handbook chapter in: W. Koch. Target Tracking. Chapter 8 in: Stergios Stergiopoulos
(Ed.). Advanced Signal Processing: Theory and Implementation for Sonar, Radar, and Non-Invasive
Medical Diagnostic Systems. CRC Press (2001).


Abstract
In surveillance problems, dense clutter/dense target situations call for refined data association and
tracking techniques. In addition, closely-spaced targets may exist which are not resolved. This phe-
nomenon has to be considered explicitly in the tracking algorithm. We concentrate on two targets that
temporarily move in close formation and derive a generalization of MHT methods on the basis of a
simple resolution model.


Key words: sensor resolution, Bayesian multiple target tracking, multiple hypothesis tracking, target
formations


3.2 Tracking in Presence of Main-lobe Jamming


The degrees of freedom available in applications with airborne phased-array radar enable suppression of so
called main-lobe jammers that try to blind the radar by transmitting specially designed radiation directly
into the main beam of the radar, by using adaptive array signal processing techniques [19]. Following the
spirit of the discussions in the previous sections, the current position of the resulting jammer notch as well
as information on the distribution of the related monopulse measurements can be incorporated into a more
sophisticated sensor performance model of air-borne phased-array radar. The proposed model does not only
improve object tracking in the vicinity of a jammer notch in terms of a shorter extraction delay, improved
track accuracy/continuity. It also has strong impact on strategies for adaptive sensor control.


3.2.1 Modeling the Jammer Notch


Tracking of an approaching missile under mail-lobe jamming conditions is among the most challenging data
fusion tasks [20]. Advance sensor models can contribute to their efficient and robust solution. An example is
the simulated situation in Figure 11, which shows the trajectories of a sensor (AESA: Active Electronically
Scanned Array) on a moving platform (black), of an object to be tracked (red), and the jammer (magenta).


By using adaptive digital beamforming techniques, AESA radars of modern interceptor aircraft are able
to electronically produce a sector of vanishing susceptibility in their receive beam pattern. Excepting this
“blind spot”, also called jammer notch, the radar is operating more or less normally. A non-cooperative


Selected Tracking and Fusion 
Applications for the Defence and Security Domain 


 


 
 


RTO-EN-SET-157(2010) 3 - 23 


 







0 20 40 60 80
0


10


20


30


40


50


60


70


80


90


East (km)


N
or


th
 (k


m
)


Jammer
Jammer Notch


Target


Sensor


Figure 11: Moving aircraft under mail-lobe jamming conditions: approaching missile near the shadow of the
jammer notch
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Figure 12: Temporal variation of the signal-to-noise ratio under of an approaching missile under main-lobe
jamming
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missile, however, is expected to approach the interceptor aircraft as long as possible in the shadow of the
jammer notch. The dashed lines in Figure 11 characterize the spatial region of the blind spot depending on
the current sensor-to-jammer geometry object.


The effect of the jammer is directly visible in the signal-to-noise-plus-jammer ration (SNJR) of the
target, which is shown Figure 12 for the scenario discussed as a function of time. Only in the beginning
can the missile be detected for a short time. Then it is masked for a long time by the radar’s blind spot,
until it becomes visible again in close vicinity of the sensor, where the reflected signal is very strong (Burn
Through). Sophisticated signal processing provides estimates of the missile direction by using adaptive
monopulse techniques [19] as well as the corresponding estimation error covariance matrix R(bk, jk) as an
additional sensor output. R(bk, jk) depends on the current beam direction bk of the AESA radar and the
jammer direction jk and describes in particular the mutual correlation of the estimated direction cosines in
the vicinity of the jammer notch. It thus provides valuable context information on the sensor performance.


The sensor model is based on an expression for the signal-to-noise+jammer ratio (SNJR) after completing
the signal processing chain. The following simple formula mirrors all relevant phenomena observed:


SNJR(dk, rk; bk, jk) = SNR0


(
rk
r0


)−4
D(dk) e− log 2|dk−bk|2/b2


(
1 − e− log 2|dk−jk|2/j2


)
. (25)


The vectors bk and jk denote the angular position of the current beam and the jammer, respectively (assumed
to be known). b is a measure of the beam width, while j indicates the width of the jammer notch produced
by adaptive nulling, and r0 is the radar’s instrumented range. dk is the object’s direction vector and rk its
range from the sensor. D(dd) reflects the antenna’s directivity pattern. In the case of Swerling I fluctuations
of the objects’ radar cross section and for a simple detection model, the detection probability is a function of
dk, rk, bk, and jk :


PD(dk, rk; bk, jk) = P


1
1+SNJR(xk;bk,jk)
F . (26)


PD can be approximated by using Gaußians linearly depending on the object state. Essentially, we enter this
expression of the detection probability into the likelihood function, yielding a Gaußian sum type expression
for it.


3.2.2 Tracking Filters Alternatives


According to the previous discussion, the signal-to-noise-plus-jammer is essential in the modeling of the
detection probability and thus enters into the likelihood function ratio. After some approximations, the
likelihood function can be represented by a Gaußian mixture, finally leading to a version of the Gaußian sum
filter. Since the number of mixture components grows in each update step, adaptive approximation schemes
must be applied. By using Monte-Carlo-simulations five competing approaches have been evaluated and
compared with each other:


1. Method 1 (Fixed EKF). This tracking filter serves as a reference and uses no sophisticated sensor
model. The impact of the jammer notch on PD and the measurement error covariance matrix R are
not taken into account.


2. Method 2 (Variable EKF). Here, only the monopulse error covariance R(bk, jk) is used as an improve-
ment of the sensor model. The detection probability PD is is assumed to be constant.


3. Method 3 (Fixed Pseudo-bearing EKF). This approach assumes a constant error covariance matrix R,
but uses the correct likelihood function, i.e. the jammer notch, in a second-order approximation.


4. Method 4 (Variable Pseudo-bearing EKF). In addition to the previous realization, here also the covari-
ance matrix R(bk, jk) is part of the sensor model.
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Figure 13: Simulation results (250 runs) characterizing track continuity for different tracking filters.


5. Method 5 (Gaussian Sum Filter). In this tracker the complete likelihood function and the monopulse
covariance R(bk, jk) is used. The number of the mixture components involved to represent p(xk|Zk)
is confined by three.


For the methods 3-5 the following is true: If the radar beam points to the vicinity of the blind spot and no
detection occurs, a local search is performed. By this, probability mass is concentrated near the blind spot
provided the target is actually there.


3.2.3 Selected Simulation Results


Figure 13 shows the mean track continuity averaged over 250 Monte-Carlo runs. The superiority of tracking
methods that use context information on the spatial position of the blind spot is obvious. The use of the
monopulse covariance matrix is necessary, but not sufficient for avoiding track loss. The methods 3, 4, and
5 can, using “negative” sensor evidence, bridge over the missing data in the jammer notch. In spite of the
fact that method 5 is more computationally intensive than method 4, it shows deficiencies if compared with
method 4. This is an indication for the fact that further performance improvements are possible by more
advanced approximation methods.


A detailed discussion of this approach has been published in:


• W. Blanding, W. Koch , U. Nickel


Adaptive Phased-Array Tracking in ECM Using Negative Information


IEEE Transactions on Aerospace and Electronic Systems, vol. 45, nr. 1, p. 152-166, January 2009.


Abstract
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Advances in characterizing the angle measurement covariance for phased array monopulse radar sys-
tems that use adaptive beamforming to null a jammer source allow for the use of improved sensor mod-
els in tracking algorithms. Using a detection probability likelihood function consisting of a Gaussian
sum that incorporates negative contact measurement information, four tracking systems are compared
when used to track a maneuvering target passing into and through standoff jammer interference. Each
tracker differs in how closely it replicates sensor performance in terms of accuracy of measurement
covariance and the use of negative information. Only the tracker that uses both the negative contact
information and corrected angle measurement covariance is able to consistently reacquire the target
when it exits the jammer interference.


Keywords: Target tracking, adaptive beamforming, standoff jamming, Gaussian sum filter.


3.3 Negative Sensor Information


More advanced sensor models especially enable the exploitation of ‘negative’ sensor evidence. By this we
mean the rigorous drawing of conclusions from expected but actually missing sensor measurements. These
conclusions aim at an improvement of the position or velocity estimates for objects currently kept under
track. Even a failed attempt to detect an object in the field of view of a sensor is to be considered as a useful
sensor output, which can be processed by using appropriate sensor models, i.e. by background information
on the sensors, with benefits for target tracking, sensor management, and sensor data fusion. The technical
term chosen here for denoting such pieces of evidence, i.e. ‘negative’ information, seems to be accepted in
the data fusion community (see, e.g. [21, 22]).


3.3.1 A Ubiquitous Notion


A very simple example illustrates that negative sensor information is an ubiquitous phenomenon, which
often appears in disguise. The notion fits well into the Bayesian formalism. Assume a sensor producing at
discrete time instants tk mutually independent measurements zk of a single object with Gaußian likelihood
N (zk; Hxk, R). Absence of clutter is assumed (ρF = 0). The objects are detected with a constant detection
probability PD < 1. We thus have classical Kalman filtering under the constraint that there exists not at each
time a measurement. The likelihood function thus yields:


1. In the case of a positive sensor output (mk = 1), zk is processed by Kalman filtering leading to
p(xk|Zk) = N


(
xk; xk|k, Pk|k


)
with xk|k and Pk|k given by:


Pk|k = (P−1
k|k−1 + H>R−1H)−1 (27)


xk|k = Pk|k(P
−1
k|k−1xk|k−1 + H>R−1zk). (28)


2. For a negative sensor output (mk = 0), the likelihood function is a constant 1 − PD. By filtering
the prediction density is not modified: xk|k = xk|k−1, Pk|k = Pk|k−1. According to 27 and 28
this result could formally be interpreted as the processing of a fictitious measurement with an infinite
measurement error covariance R, since R−1 = 0.


3.3.2 Lessons Learned from Examples


The Bayes formalism and the likelihood function thus precisely indicate, in which way a negative sensor
output, i.e. a missing detection has to be processed. This observation notion can be generalized and leads to
the following conclusions:


1. Missing but expected (i.e. negative) sensor data can convey information on the current target position
or a more abstract function of the kinematic object state. This type of negative evidence can be included
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in data fusion within the rigorous Bayesian structure. There is no need for recourse to ad hoc or
empirical schemes.


2. The prerequisite for processing negative evidence is a refined sensor model, which provides additional
background information for explaining its data. As a consequence, negative evidence often appears as
an artificial sensor measurement, characterized by a corresponding measurement matrix and a mea-
surement error covariance.


3. The particular form of the fictitious measurement equation involved is determined by the underlying
model of the sensor performance, while the fictitious measurement error covariance is characterized
by sensor parameters such as sensor resolution, radar beam width, or minimum detectable velocity.


4. Negative evidence implies well-defined probability densities of the object states that prove to be Gaus-
sian mixtures with potentially negative coefficients summing up to one. Intuitively speaking, these
components reflect that the targets keep a certain distance from each other, from the last beam posi-
tion, or the clutter/jammer notch.


5. If the fictitious measurement depends on the underlying sensor-to-target geometry, we can even intro-
duce the fusion of negative evidence.


A detailed discussion of this approach has been published in:


• W. Koch


On exploiting ‘negative’ sensor evidence for target tracking and sensor data fusion


International Journal on Information Fusion, Volume 8, Issue 1, p.28-39, Elsevier, January 2007
(Special Issue: “Best Papers of FUSION 2004”, Eds: P. Svensson, J. Schubert, invited paper).


Abstract
In various applications of target tracking and sensor data fusion all available information related to the
sensor systems used and the underlying scenario should be exploited for improving the tracking/fusion
results. Besides the individual sensor measurements themselves, this especially includes the use of
more refined models for describing the sensor performance. By incorporating this type of background
information into the processing chain, it is possible to exploit ‘negative’ sensor evidence. The notion
of ‘negative’ sensor evidence covers the conclusions to be drawn from expected but actually missing
sensor measurements for improving the position or velocity estimates of targets under track. Even
a failed attempt to detect a target is a useful sensor output, which can be exploited by appropriate
sensor models providing background information. The basic idea is illustrated by selected examples
taken from more advanced tracking and sensor data fusion applications such as group target tracking,
tracking with agile beam radar, ground-moving target tracking, or tracking under jamming conditions.


Keywords: Negative information/evidence, target tracking, sensor resolution, local search, adaptive
beam positioning, GMTI sensor fusion


4 Integration of Advanced Object Properties


In several applications, it is necessary to learn more from the sensor data received than the time-varying
geolocation of moving objects of interest. Rather, we wish to understand what the objects we observe are,
i.e. we aim to learn as much as possible about their attributes in order to be able to classify or even identify
them. Many relevant object attributes can be derived even from their purely kinematic properties such as
speed, heading vector, and normal acceleration as well as from mutual interrelations inferable from multiple
object tracks, as has been extensively discussed in the introductory section.
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This illustrates this concept with selected application examples and shows how object attributes such
as the spatial extension of an extended object or a collectively moving group, including size, shape, and
orientation, or even the “anomalous” behavior of an individual in a person stream can be considered as
state quantities that can be included into a more general notion of an object state and be tracked by fusing
imperfect data within the Bayesian framework.


In particular, the notion of an ‘object extension’ is introduced by symmetrical and positively definite
random matrices serving as state quantities that complement the kinematic state vectors. In this way, matrix-
variate analysis is brought into play, by which is is made possible to deal with collectively moving object
groups and extended objects in a unified approach. This point of view is all the more appropriate, the smaller
the mutual distances between the individual objects within a group are, or the larger an extended object is.


In another example, chemical sensors are discussed that make it possible to classify objects with respect
to characteristic chemical signatures. Due to their fundamental lack of space-time resolution, chemical
sensors develop their full potential for the classification of individuals only if the output of multiple chemical
sensors distributed in space is fused with kinematic person or object tracks. The fusion result enables to
identify which individual person in a person stream, for example, is actually carrying a hazardous carry-on
item. Obviously, this type of behavior is a fairly well defined pattern of “anomalous behavior” that can easily
be recognized using methodologies of multiple sensor data fusion.


4.1 Extended Object Tracking


Due to the increasing resolution capabilities of modern sensors, there is an increasing need for recognizing
extended objects as individual units, for initiating extended object tracks, and for extended object track
maintenance. Extended objects typically involve a relatively large and often strongly fluctuating number of
sensor reports originated by the individual scattering centers that are part of one and the same object. In this
context, we usually cannot assume that in subsequent target illuminations the same scattering centers are
always responsible for the measurements. The individual sensor reports can therefore no longer be treated in
analogy to point object measurements produced by a group of well-separated targets.


Related problems arise if a group of closely-spaced objects is to be tracked. For sensors such as radar,
the resolution capability in range is usually much better than in cross-range. As a consequence, two or
more targets within the group can be irresolvable, depending on the current sensor-to-target geometry [14,
15, 23]. In addition, little is known about the measurement error of irresolved measurements produced by
an unknown number of targets involved. Practically important examples are aircraft formations or ground
moving convoys. Under these circumstances, it seems to be reasonable to treat the group as an individual
object and to estimate and track its current extension from the sensor data.


The object extension should be considered as an additional ‘internal degree of freedom’ characterizing
an extended object or a collectively moving object group (cluster) to be tracked. The object extension is thus
a part of the object state and has to be estimated jointly with the kinematic properties involved. This paper
section discusses a realization of this concept within a Bayesian framework. Temporally changing object
extensions are tractable within the proposed framework. An extension increasing along a certain direction,
e.g., can indicate that an object is beginning to separate into individual subgroups or parts, which then have
to be tracked individually.


4.1.1 Generalized Formalism


In a Bayesian view, a tracking algorithm for an extended object or a collectively moving object group is an
updating scheme for p(xk,Xk|Zk) at each time tk given the accumulated sensor data Zk = {Zl,ml}kl=1


and underlying models describing the object’s temporal evolution and the sensor performance. Evidently the
joint density


p(xk,Xk|Zk) = p(xk|Xk,Zk) p(Xk|Zk) (29)
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can be written as a product of a vector-variate probability density p(xk|Xk,Zk) and a matrix-variate density
p(Xk|Zk) [24]. Furthermore, the probabilistic formalism indicates that the density p(xk|Xk,Zk), describ-
ing the kinematical object properties in the product representation in Eq. 29, should show an explicit depen-
dency on the current object extension Xk. To the author’s knowledge, random matrices were first introduced
for describing physical phenomena by Eugene Wigner [26].


Extended target tracking, i.e. the iterative calculation of the joint density p(xk,Xk|Zk), basically consists
of two steps: prediction and filtering. This scheme is completed by the notion of retrodiction.


Prediction Each update of the joint probability density p(xk,Xk|Zk) of the extended target state (xk,Xk)
is preceded by a prediction step,


p(xk−1,Xk−1|Zk−1) evolution−−−−−→
models


p(xk,Xk|Zk−1), (30)


based on the underlying evolution models. More precisely, we interpret the prediction density
p(xk,Xk|Zk−1) as a marginal density to be calculated by integration:


p(xk,Xk|Zk−1) =
∫
dxk−1dXk−1 p(xk,Xk|xk−1,Xk−1,Zk−1) p(xk−1,Xk−1|Zk−1). (31)


For the (joint) transition density in the previous representation,


p(xk,Xk|xk−1,Xk−1,Zk−1) = p(xk|Xk,xk−1,Xk−1,Zk−1) p(Xk|xk−1,Xk−1,Zk−1), (32)


we make use of natural Markov-type assumptions for its kinematical part, i.e. p(xk|Xk,xk−1,
Xk−1,Zk−1) = p(xk|Xk,xk−1), and assume that the object’s kinematical properties have no impact on
the temporal evolution of the object extension and previous measurements if Xk−1 is given, i.e.:


p(Xk|xk−1,Xk−1,Zk−1) = p(Xk|Xk−1). (33)


This restriction can be justified in many practical cases. We thus have:


p(xk,Xk|xk−1,Xk−1,Zk−1) = p(xk|Xk,xk−1) p(Xk|Xk−1). (34)


The probabilistic formalism clearly indicates that the evolution of the object kinematics, described by
p(xk|Xk,xk−1), is affected by the current object extension Xk as well. This dependence cannot be ignored.


With the previous filtering update p(xk−1,Xk−1|Zk−1) we obtain the following prediction formula:


p(xk,Xk|Zk−1) =
∫
dxk−1dXk−1


× p(xk|Xk,xk−1) p(Xk|Xk−1)︸ ︷︷ ︸
evolution model


p(xk−1|Xk−1,Zk−1) p(Xk−1|Zk−1)︸ ︷︷ ︸
previous update


. (35)


The transition densities p(xk|Xk,xk−1) and p(Xk|Xk−1) will be specified in Section III using suitable
models that describe the temporal evolution of extended or group targets.


Further discussion is much simplified if we additionally assume that the temporal change of the object
extension has no impact on the prediction of the kinematical object properties, i.e. if we are allowed to
assume p(xk−1|Xk−1,Zk−1) ≈ p(xk−1|Xk,Zk−1) or, in other words, to replace Xk−1 by Xk. Such an
assumption seems to be justified in many practical cases. By this approximation, the predicted density


p(xk,Xk|Zk−1) = p(xk|Xk,Zk−1) p(Xk|Zk−1) (36)


is given by two factors to be obtained by independent integrations:


p(xk|Xk,Zk−1) =
∫
p(xk|Xk,xk−1) p(xk−1|Xk,Zk−1) dxk−1 (37)


p(Xk|Zk−1) =
∫
p(Xk|Xk−1) p(Xk−1|Zk−1) dXk−1. (38)
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Filtering The prediction is followed by a filtering step, in which the current sensor information Zk at time
tk is to be processed:


p(xk,Xk|Zk−1)
data: Zk, nk−−−−−−−→
sensor model


p(xk,Xk|Zk). (39)


More precisely, in the filtering step the sensor-specific likelihood function p(Zk, nk|xk,Xk), defined by the
current data and the underlying sensor model, is combined with the predicted density by exploiting Bayes’
formula [27, 9]:


p(xk,Xk|Zk) =
p(Zk, nk|xk,Xk) p(xk,Xk|Zk−1)∫


p(Zk, nk|xk,Xk) p(xk,Xk|Zk−1) dxkdXk
. (40)


4.1.2 Extended Object Prediction


The probability density p(xk,Xk|Zk) of an extended or group target state is given by Eq. 40. The joint
densities in this equation can be written as products:


p(xk,Xk|Zk) = p(xk|Xk,Zk) p(Xk|Zk)
p(xk,Xk|Zk−1) = p(xk|Xk,Zk−1) p(Xk|Zk−1) (41)


p(Zk, nk|xk,Xk) = p(Zk|nk,xk,Xk) p(nk|xk,Xk).


The kinematical state variable xk at time tk is given by xk = (r>k , ṙ
>
k , r̈


>
k )> with the spatial state com-


ponents rk. Let the dimension d of the vector rk be also the dimension of the d × d SPD matrix Xk that
describe the current ellipsoidal object extension (SPD: symmetrical and positively definite). ṙk, r̈k denote
the corresponding velocity and acceleration. The dimension of the kinematical state vector xk is thus s× d,
where s− 1 describes up to which derivative the object kinematics is modeled. Here we have s = 3.


Extended Object Evolution The temporal evolution of an extended or collective object is modeled as
usual in Kalman filtering theory: xk = Φk|k−1xk−1+vk, p(vk) = N (vk; 0, ∆k|k−1). Using the Kronecker
product [24], the evolution matrix Φk|k−1 can be written as:


Φk|k−1 = Fk|k−1 ⊗ 1d, (42)


where the s× s matrix Fk|k−1 is given for example by van Keuk’s or Singer’s model. The use of Kronecker
products will prove to be very convenient in the subsequent calculations. For the dynamics noise covariance
∆k|k−1, we postulate the following structure:


∆k|k−1 = Dk|k−1 ⊗Xk. (43)


Model parameters describing the underlying dynamics are part of a s × s matrix Dk|k−1, as given by van
Keuk’s model, for example. The s × s matrices Fk|k−1, Dk|k−1 also appear in this form in the 1D tracking
problem. The system noise is thus a band limited Gaussian acceleration noise process with a covariance
proportional to the extension matrix Xk. This has the effect of directing the acceleration of the group (or
object) centroid along the direction of the major axis of the ellipse.


The assumption of a dynamics covariance matrix ∆k|k−1 depending on the current object extension Xk,
which is a consequence of the probability formalism, needs a discussion with more physical arguments:


1. The collective character of a group motion is the more pronounced the smaller the group is. The
dynamical behavior of a smaller group is thus to a larger extent deterministic in nature ("‘maneuvering
becomes dangerous"’).
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2. For a group dissolving into subgroups, i.e. if its extension is increasing, the knowledge of its dynamical
behavior decreases, and the motion of the group is not easily predictable, being expressed by the
increasing dynamics noise covariance.


3. In addition, large extended or group objects will produce so many sensor measurements that the pre-
diction part of the tracking process, i.e. exploitation of information on the object evolution, seems to
be negligible if compared to the gain obtained in the filtering step.


4. In case of extended objects like submarines or ground moving convoys, which show a clear orientation,
the proposed dynamics model provides a natural description of their actual movement along the major
axes of the extension ellipse.


Besides these more or less physically motivated reasons, an important formal argument exists in favor of the
model: A dynamics model of the proposed form implies a formal structure of the densities p(xk,Xk|Zk),
which enables a rigorous application of the Bayesian formalism under certain assumptions.


Structure of the Predicted Density According to Eq. 41, the kinematics can be discussed separately from
the extension estimation in the tracking process. Let us assume that the density of the kinematical state
variable p(xk−1|Xk,Zk−1) after filtering at time tk−1 is a Gaussian with the following special structure:


p(xk−1|Xk,Zk−1) = N (xk−1; xk−1|k−1, Pk−1|k−1 ⊗Xk). (44)


Then the previous evolution model guarantees that this structure is preserved by the prediction process
(Eq. 37):


p(xk|Xk,Zk−1) =
∫
N (xk; (Fk|k−1 ⊗ 1d)xk−1, Dk|k−1 ⊗Xk)


× N (xk−1; xk−1|k−1, Pk−1|k−1 ⊗Xk) dxk−1 (45)


= N (xk; xk|k−1, Pk|k−1 ⊗Xk) (46)


according to the usual rules for Kronecker products with xk|k−1 and Pk|k−1 given by:


xk|k−1 = (Fk|k−1 ⊗ 1d)xk−1|k−1 (47)


Pk|k−1 = Fk|k−1Pk−1|k−1F
>
k|k−1 + Dk|k−1 (48)


in close analogy to standard Kalman filtering.
Moreover, let us assume that the densities of the extension state variable p(Xk−1|Zk−1) are given by


Inverted Wishart densities [24] defined up to a factor independent of Xk−1 by:


p(Xk−1|Zk−1) = IW
(
Xk−1; νk−1|k−1, Xk−1|k−1


)
(49)


∝ |Xk−1|−
1
2
νk−1|k−1 etr


[
−1


2Xk−1|k−1X
−1
k−1


]
. (50)


d is the dimension of the measurement vectors zjk and etr[A] an abbreviation for exp[trA] with trA denoting


the trace of a matrix A. The expectation of Xk−1 is given by E[Xk−1] = Xk−1|k−1


νk−1|k−1−2d−2 .


In the prediction step, the parameters νk|k−1, Xk|k−1 defining p(Xk|Zk−1) have to be calculated from
νk−1|k−1, Xk−1|k−1 available after the previous filtering step according to appropriate modeling assump-
tions. In a first heuristic approach, we postulate that the expectation of the predicted density shall be equal
to the expectation of the previous filtering step; i.e.:


Xk|k−1


νk|k−1−2d−2 = Xk−1|k−1


νk−1|k−1−2d−2 . The degrees of freedom
of an inverse Wishart density are related to the ‘precision’ of the corresponding expectation. The ‘precision’
of predictions, however, will decrease with increasing update intervals ∆tk = tk−tk−1. With a temporal
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decay constant τ as an additional modeling parameter, the following prediction update equations seem to be
plausible:


νk|k−1 = e−∆tk/τ νk−1|k−1 (51)


Xk|k−1 = e−∆tk/τνk−1|k−1−d−1


νk−1|k−1−d−1 Xk−1|k−1. (52)


τ =∞ represents a static object or group extension.


4.1.3 Extended Object Filtering


In the case of extended or group targets, the significance of a single measurement is obviously dominated
by the underlying object extension. The sensor-specific measurement error that describe the precision by
which a given scattering center is currently measured is the more unimportant, the larger the actual extension
of the object is compared to the measurement error. The individual measurements must therefore rather be
interpreted as measurements of the centroid of the extended or collective object, since it is unimportant for
the extended object tracking task which of the varying scattering centers was actually responsible for the
measurement.


We thus interpret each individual measurement produced by an extended object as a measurement of the
object centroid with a corresponding ‘measurement error’ that is proportional to the object extension Xk to
be estimated. By means of this ‘measurement error’, however, the object extension Xk becomes explicitly
part of the likelihood function p(Zk, nk|xk,Xk), which describes what the measured quantities Zk, nk can
say about the state variables xk and Xk. As a consequence of this interpretation, the object extension Xk


can also be estimated by exploiting the sensor data (besides the kinematical state vector xk).
By using the Kronecker product, we also assume that the measurement matrix has the following special


structure:


(h1
k1d, h


2
k1d, h


3
k1d) = Hk ⊗ 1d. (53)


With Hk = (1, 0), e.g., scenarios with range and azimuth measurements are accessible after transforming
them into Cartesian coordinates. According to the previous considerations, the corresponding measurement
error covariance is given by the extension matrix Xk to be estimated.


Likelihood Function In order to exploit Bayes’ formula Eq. 40, a likelihood function factorized according
to Eq. 41 needs to be defined. For the sake of simplicity, let us exclude false or unwanted measurements at
present. In a first approximation, the number nk of measurements in Zk is assumed to be independent of the
state variables xk, Xk; i.e. p(nk|xk,Xk) is assumed to be a constant. The joint density p(Zk|mk,xk,Xk)
can be factorized:


p(Zk|mk,xk,Xk) ∝ N
(
zk; (Hk ⊗ 1d)xk, Xk


mk


)
LW


(
Zk; mk−1, Xk


)
. (54)


with a centroid measurement zk, a corresponding scattering matrix Zk, and a Wishart density in Zk with
mk−1 degrees of freedom.


Structure after Filtering With these preliminaries, it is possible to exploit the Bayes formula Eq. 40. To
this end, we have to calculate the product:


p(Zk|nk,xk,Xk) p(xk,Xk|Zk−1) ∝ N
(
zk; (Hk ⊗ 1d)xk, Xk


nk


)
× N


(
xk; xk|k−1, Pk|k−1 ⊗Xk


)
× LW


(
Zk; nk−1, Xk


)
IW


(
Xk; νk|k−1, Xk|k−1


)
. (55)
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By standard calculations (product formula for Gaussians and properties of Kronecker products, the product
of the two Gaussians in the previous equation yields:


N
(
zk; (Hk ⊗ 1d)xk, Xk


nk


)
N
(
xk; xk|k−1, Pk|k−1 ⊗Xk


)
=


N
(
zk; (Hk ⊗ 1d)xk|k−1, Sk|k−1Xk


)
N
(
xk; xk|k, Pk|k ⊗Xk


)
(56)


where the quantities xk|k and Pk|k are given by


xk|k = xk|k−1+(Wk|k−1 ⊗ 1d)(zk−(Hk ⊗ 1d)xk|k−1) (57)


Pk|k = Pk|k−1 −Wk|k−1Sk|k−1W
>
k|k−1 (58)


with a scalar innovation factor and a gain matrix defined by


Sk|k−1 = HkPk|k−1H
>
k + 1


nk
(59)


Wk|k−1 = Pk|k−1H
>
k S
−1
k|k−1. (60)


The first factor on the right side in Eq. 54 does not depend on the kinematical state variable xk. It can be
rewritten as


N
(
zk; (Hk ⊗ 1d)xk|k−1, Sk|k−1Xk


)
∝ |Xk|−


1
2 etr


[
−1


2Nk|k−1X
−1
k


]
(61)


up to a factor independent of the state variables and with an innovation matrix Nk|k−1 defined by


Nk|k−1 = S−1
k|k−1


(
zk − (Hk ⊗ 1d)xk|k−1


) (
zk − (Hk ⊗ 1d)xk|k−1


)>
. (62)


The remaining two factors on the right side of Eq. 55 yield:


LW
(
Zk; nk−1, Xk


)
IW


(
Xk; νk|k−1, Xk|k−1


)
|Xk|−


1
2 etr


[
−1


2Nk|k−1X
−1
k


]
∝ IW


(
Xk; νk|k, Xk|k


)
(63)


with the simple update equations:


Xk|k = Xk|k−1 + Nk|k−1 + Zk (64)


νk|k = νk|k−1 + nk. (65)


Joint Density after Filtering The probability density function of the joint state (xk, Xk) after processing
the current sensor data Zk at time tk is thus given by:


p(xk,Xk|Zk) = N (xk; xk|k, Pk|k ⊗Xk) IW
(
Xk; νk|k, Xk|k


)
. (66)


Important Remark: By means of the innovation matrix Nk|k−1, it is possible to estimate an unknown mea-
surement error covariance even in the case of point source targets or the extension of a completely irresolved
target group, i.e. for nk=1.


4.1.4 Extended Object Kinematics


In many practical applications, we are interested in estimates of the kinematic state variables only, i.e. on the
marginal density p(xk|Zk) obtained by integrating the joint density p(xk,Xk|Zk) over the random matrices
Xk:


p(xk|Zk) =
∫
p(xk,Xk|Zk) dXk (67)


=
∫
N (xk; xk|k, Pk|k ⊗Xk) IW


(
Xk; νk|k, Xk|k


)
dXk. (68)
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By lengthy but elementary algebraic calculations, the integrand can be transformed into the following prod-
uct:


N
(
xk; xk|k, Pk|k ⊗Xk


)
IW


(
Xk; νk|k, Xk|k


)
∝


|Yk(xk)|−
(νk|k+s−sd)+sd


2 IW
(
Xk; νk|k + s, Yk(xk)Xk|k


)
(69)


with a matrix Yk = Yk(xk) depending on the kinematical state variable xk whose determinant is given by


|Yk| = 1 + (xk − xk|k)
> (P−1


k|k ⊗X−1
k|k)(xk − xk|k). (70)


With this representation of the integrand, integration over the random matrix Xk is trivial. We ultimately find
that the marginal density with respect to the kinematical state variable xk is given by a multivariate version
of the Student density with νk|k degrees of freedom:


p(xk|Zk) = T
(
xk; νk|k + s− sd, xk|k,Pk|k ⊗Xk|k


)
. (71)


By exploiting the multivariate t-density a ‘gating’ can be constructed that is simply a version of the Hotelling-
t2-test.


It is immediately clear that the marginalized prediction and retrodiction densities are also given by Stu-
dent densities: p(xl|Z l−1) = T


(
xl; νl|l−1 + s− sd, xl|l−1,Pl|l−1⊗Xl|l−1


)
, p(xl|Zk) = T


(
xl; νl|k + s−


sd, xl|k,Pl|k ⊗Xl|k
)
.


4.1.5 Selected Simulation Results


For the sake of simplicity, aircraft trajectories are simulated in a plane and partitioned into straight and
circular segments where each aircraft is moving with a constant tangential speed as shown in Figure 14. In an
echelon formation consisting of five aircraft, the leading aircraft is responsible for navigating, while the other
aircraft try to preserve their relative position to the leading aircraft. The underlying radar sensor has a finite
resolution capability (range resolution: 50 m, azimuth resolution: 1.0◦). The corresponding measurement
error standard deviations for resolvable objects are 10 m and 0.1◦, respectively. The orientation of the aircraft
formation varies as it moves around the trajectory. The update interval is 5 s. For the parameters of the Van-
Keuk-evolution model, we chose Σ =1 g, θ = 40 s. The normal acceleration during the maneuvers is 1 g, the
speed is 250 m/s. The formation starts at the origin of the coordinate system.


Simulating a Partly Resolvable Formation For the simulation of radar measurements, the corresponding
measurements errors and the sensor resolution have to be taken into account. The generation of false returns
is not considered here. For a group of two targets at positions (r1, ϕ1), (r2, ϕ2) in polar coordinates with
respect to the sensor position, the probability of being unresolved, Pu, can be modeled:


Pu(∆r,∆ϕ) = e−
1
2


(∆r/αr)2
e−


1
2


(∆ϕ/αϕ)2
(72)


with ∆r = r2 − r1, ∆ϕ = ϕ2 − ϕ1, where the sensor parameters αr, αϕ characterize the radar’s resolution
capability in range and azimuth, respectively. According to this probability and for pairs of aircraft, it can
be simulated whether an unresolved measurement occurs or not. In case of a resolution conflict the pair is
replaced by a single unresolvable object at the centroid position. For large formations with more than two
targets, a list is created containing all possible pairs of aircraft. A pair of this list is selected at random
according to Pu and merged. In this case, one of the aircraft is to be removed the list, which thus has to be
recalculated. If no resolution conflict occurs according to the probability 1−Pu, the pair is removed from the
list. The previous reasoning is repeated for the remaining pairs. If the list is empty, the algorithm terminates.


Selected Tracking and Fusion 
Applications for the Defence and Security Domain 


 


 
 


RTO-EN-SET-157(2010) 3 - 35 


 







2000 ft


500 ft


−20 −10 0 10 20 30
−20


−10


0


10


20


30


40


50


East (km)


N
or


th
 (k


m
)


Sensor
Measured data


Start/Finish


(b)
(c)
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Figure 14: Measurements of a Partly Unresolved Formation (resolution: 50 m, 1.0◦, measurement error:
10 m, 0.1◦)
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Figure 15: Position error: extended target filter vs. standard Kalman filter


We finally have to consider the effect of successive mergings on the simulated measurement errors of
unresolvable objects. To this end, we assume that an unresolved measurement error resulting fromm aircraft
is to be simulated according to σur,ϕ = mσr,ϕ where σr,ϕ denote the standard deviations of resolvable range
and azimuth measurements, respectively. It is reasonable to delimit the growth of the measurement error
by the sensor resolution: σur,ϕ ≤ αr,ϕ. In the same manner, missing detections can be simulated. We here
assumed a detection probability P uD = 1 for unresolvable aircraft and P rD = 0.9 otherwise.


Impact of the resolution parameters Figure 14 displays the radar data simulated according to these as-
sumptions. The details in Figures 14b, c clearly reveal the impact of resolution phenomena and make it
obvious that they depend heavily on the current sensor-to-target geometry. The discussed phenomena make
it clearly evident that even a very regular target formation is very similar in appearance to an extended object
producing a highly fluctuating number of measurements. There is no reasonable hope to be able to track the
single components of such a formation individually.


Discussion of results As before in the case of a totally irresolvable formation, in Figure 15 the root mean
squared errors of the position estimates of the extended target filter are compared with the corresponding
results produced by standard Kalman filtering. As the measurement error in the Kalman filter, we used
the scattering matrix calculated from the true target positions within the formation and processed averaged
measurements. The extended target filter shows significantly smaller estimation errors.


In Figure 16, the estimated major semi-axes are compared with the major semi-axes of the scattering
matrix of the true target positions. The concordance seems to be fairly good. The peak in the middle of the
time axis is due to the reorganization of the formation.


Figures 17 and 18 a ‘split-off’ maneuver that is clearly indicated by the increasing eccentricity of the
estimated extension ellipse. As soon as the eccentricity exceeds a certain threshold, two extended object
tracks are initiated and the sub-groups are tracked separately. The proposed filter thus provides a criterion of
when a single extended object track has to be split into two extended object tracks. An analogous mechanism
is possible in the case of a larger formation being created by merging two or more converging sub-groups.
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Figure 16: Mean major semi-axes of E[Xk|Zk] vs. Xk


4.1.6 Summary of Results


The essential theoretical result of this paper seems to be the insight that the Bayesian formalism can be
applied to extended objects or collectively moving target clusters with approximations to be justified in
many applications. Basically, the application of the Bayesian formalism relies on closure properties of
matrix-variate Wishart and Inverted Wishart densities under multiplication.


In view of practical applications, the following aspects seem to be of particular relevance:


1. There exists a natural extension of the standard Kalman filter equations to objects whose spatial exten-
sion is approximately described by ellipsoids.


2. The object extension can be modeled by symmetrical, positive definite random matrices, whose statis-
tical properties are described by well-known matrix-variate probability densities [24].


3. Due to the mild character of the approximations used, a representation of the probability densities
involved by particle filtering techniques such as proposed in [27], does not seem to be necessary. The
densities are characterized by a finite parameter set.


4. Information on the objects’ kinematic properties is represented by vector-variate Student densities.
‘Gating’, i.e. exclusion of unwanted measirements, is provided by a Hotelling test.


5. Tracking of point source targets with an unknown measurement error is a limiting case of the proposed
method (e.g. tracking of an irresolvable formation).


6. With respect to the kinematical properties, the achievable filter performance is only slightly different
from Kalman filtering with a known measurement error covariance matrix.


7. The estimated measurement error covariance matrix corresponds to the true measurement error covari-
ance matrix (simulated) relatively well. This is an interesting side result, considering the small number
of data in the case of a totally unresolved group.


8. The proposed filter can successfully be applied to target formations, which are only partly resolvable
depending on the underlying sensor-to-target geometry.
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Figure 17: Echelon formation: split-off maneuver
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Figure 18: Split-off maneuver (detail)
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9. “Split-off” maneuvers, indicating that an object is beginning to separate into individual subgroups
or parts, can be detected by analyzing the extension ellipsoid (e.g. by designing a test based on its
eccentricity).


In principle, the proposed approximate Bayesian method for dealing with extended objects or collectively
moving target clusters can be embedded into multiple-object, multiple-hypothesis tracking techniques and
can also be combined with context information (e.g. road-map assisted convoy tracking). This opens an
interesting field for further research.


A detailed discussion of this approach has been published in:


• W. Koch


Bayesian Approach to Extended Object and Cluster Tracking using Random Matrices.


IEEE Transactions on Aerospace and Electronic Systems, Vol. 44, Nr. 3, p. 1042-1059, July 2008.


Abstract
In algorithms for tracking and sensor data fusion, the targets to be observed are usually considered as
point source objects; i.e. compared to the sensor resolution, their extension is neglected. Due to the in-
creasing resolution capabilities of modern sensors, however, this assumption is often no longer valid,
since different scattering centers of an object can cause distinct detections when passing the signal
processing chain. Examples of extended targets are found in short-range applications (littoral surveil-
lance, autonomous weapons, or robotics). A collectively moving target group can also be considered
as an extended target. This point of view is the more appropriate, the smaller the mutual distances
between the individual targets are. Due to the resulting data association and resolution conflicts, any
attempt to track the individual objects within the group seems to be no longer reasonable.


With simulated sensor data produced by a partly unresolvable aircraft formation, the addressed phe-
nomena are illustrated, and an approximate Bayesian solution to the resulting tracking problem is
proposed. Ellipsoidal object extensions are modeled by random matrices, which are treated as addi-
tional state variables to be estimated or tracked. We expect that the resulting tracking algorithms are
also relevant for tracking large, collectively moving target swarms.


Keywords: Target tracking, extended targets, group targets, target clusters, sensor resolution, random
matrices, matrix-variate analysis


4.2 Classification with Chemical Sensors


This deficiency, however, can be compensated by fusing the output of multiple chemical sensors distributed
in space with kinematic data produced by laser-range-scanners or video cameras. In other words, tracking
spans an additional temporal dimension for processing chemical sensor attributes. Multiple person tracking
and chemical attribute fusion are thus to be performed within a single framework (see figure 4.2, [28, 29]).


In designing a multiple sensor system for decision support in security applications we wish to know
which person going through an access area in an airport, e.g., may be carrying explosives. With reference
to the experimental corridor sketched in figure 2, five chemical sensors measure at each scan the chemical
signatures with respect to the position of each of the chemical sensors symbolized (green filled circles).
Furthermore, there two laser-range-scanners (cyan and blue filled rectangles) are used as tracking sensors.
In this example, three persons are walking along the corridor, one of them carrying hazardous material.
Space-time processing for multiple person tracking and classification obviously plays a key role: Only in an
integrated framework can the potential of chemical sensors or other attribute sensors of this type be exploited
entirely.


A detailed discussion of this approach has been published in:
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Figure 19: Experimental corridor with 5 chemical and 2 tracking sensors.


• M. Wieneke and W. Koch


Combined person tracking and classification in a network of chemical sensors


Elsevier International Journal of Critical Infrastructure Protection, vol. 2, nr. 1-2, p. 51-67, May
2009.


Abstract
Transportation infrastructures play a crucial role in the way of life and the economic vitality of a
modern society. Access points like stations, airports or harbors are among the most critical elements
in these infrastructures because they offer a possibility to bring in hazardous materials that can be
used for attacks against people and against the transportation network itself. A timely recognition
of such threats is essential and can be significantly supported by systems that monitor critical areas
continuously and call the security personnel in case of anomalies. We are describing the concept and
the realization of an indoor security assistance system for real time decision support. The system is
specifically designed for the surveillance of entrance areas in transportation access facilities and con-
sists of multiple heterogeneous sensors: Chemical sensors detecting hazardous materials provide data
for the classification of persons. But due to their limited spatial temporal resolution, a single chemical
sensor cannot localize a substance and assign it to a person. We compensate for this deficiency by
fusing the output of multiple, distributed chemical sensors with kinematical data from laser range s-
canners. Both tracking and fusion of tracks with chemical attributes can be processed within a single
framework called Probabilistic Multi-Hypothesis Tracking (PMHT). An extension of PMHT for deal-
ing with classification measurements (PMHT-c) already exists.We show how PMHT- c can be applied
to assign chemical attributes to person tracks. This affords the localization of threats and a timely
notification of the security personnel.


Keywords: Person tracking, Probabilistic Multiple Hypothesis Tracking (PMHT), Classification, At-
tributes, Data fusion, Security assistance systems
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ABSTRACT 


The fundamental problem of target tracking is to estimate the state of one or more objects that persist over 
time, based on noisy measurements contained in a vast quantity of mostly spurious measurement data.  
Target tracking is closely related to a number of basic problems in statistical modelling and information 
extraction from noisy data.  Multi-stage processing provides a wealth of processing options that can be 
exploited to achieve robust and high-performance surveillance.  This manuscript describes a number of 
multi-stage tracking architectures that the author has recently studied. Additionally, we study the target 
cardinality problem. 


1 INTRODUCTION 


Tracking combines estimation theory and detection theory, with the further complication of measurement 
origin uncertainty.  Table 1 identifies a number of fundamental problems in information extraction from 
noisy data.   


Table 1.1: A taxonomy of information extraction problems in target tracking.  The problems 
noted in boldface are addressed in this lecture. 


Number of 
targets 


Number of 
targets 


False 
contacts 


Target 
motion 


Solution methodology 


single known no parametric non-Bayesian estimation (least squares) 


single known no stochastic Bayesian estimation (nonlinear filtering) 


single known yes parametric non-Bayesian estimation (maximum-
likelihood tracking) 


single known yes stochastic Bayesian estimation (single-target track 
maintenance) 


multiple known yes stochastic Bayesian estimation (multi-target track 
maintenance) 


multiple unknown yes N/A Bayesian estimation (target cardinality) 


multiple unknown yes stochastic Hypothesis testing & Bayesian 
estimation (coupled track management 


& track maintenance) 


 


As we see from table 1.1, many of the solution methodologies relevant to the surveillance problems of 
interest rely on estimation and detection theory.  Here, we will focus on our recent work in the last two 
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problem domains listed in table 1.1.  First, in section 2, we study the target cardinality problem.  Next, in 
section 3, we overview a number of multi-stage and multi-hypothesis data fusion architectures that we 
have developed in recent years, and provide details and examples for some of these.  


2 THE TARGET CARDINALITY PROBLEM 


Many of the problems in table 1.1 involve the application of estimation theory for determining where a 
target or multiple targets are to be found, assuming that the number of targets is known.  Now we wish to 
determine the number of targets, i.e. target cardinality, disregarding the question of where targets are 
located.  The solution to this problem constitutes a further application of estimation theory. 


2.1 The static problem 
Assume that the surveillance region contains TN  target, where ( )TT PoissonN λ~ .  That is,  


( ) ( )T
T


n
T


TT n
nNp


T


λ
λ


−== exp
!


, 0≥Tn .      (2.1) 


Further, assume that targets are detected with probability p.  Invoking the splitting property of the Poisson 
process [1], we have that the probability distribution for the number of target contacts CN  is given by 


( )TC pPoissonN λ~ : 
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p
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A question of interest is the following: what is the probability distribution on TN , given that Cn  contacts 
are observed?  The distribution of interest can be obtained by use of Bayes’ rule and the probability 
distribution of CN  given TN , which is given by the binomial distribution.   
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Manipulation of (2.1-2.4) yields the following. 
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That is, having observed Cn  contacts, the number of targets equals or exceeds Cn  with a probability that 
is prescribed by (2.5); thus rnN CT += , where  ( )( )TpPoissonr λ−1~ .  This is a nice result, in that the 
number of unobserved targets obeys the same probability distribution as we had a priori, albeit with a 
suitably reduced mean.  
Remark 2.1 For some surveillance problems, notably in the mine-warfare community, the Poisson prior 
assumption is not always invoked.  The assumption of a uniform prior leads to a negative binomial 
distribution [2].  Modifications to the uniform prior have been considered to reason over multiple 
surveillance regions [3].  Another philosophy for choosing the prior distribution leads to the Katz 
distribution [4]. 
Remark 2.2 One criticism of the Poisson distribution is that does not address the interdependencies that 
may exist with respect to target presence.  In some applications, as in mine warfare, it is found empirically 
that the conditional distribution on undetected targets depends on the number of detected targets: targets 
exist in clusters.  A second criticism is that, as a one-parameter distribution, its variance cannot be set 
independently of the mean (they are the same), and thus does not accurately reflect uncertainty. 
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Remark 2.3 An important characteristic of the solution given by (2.5) is that it is consistent with respect 
to partitioning of the surveillance region.  That is, consider two non-overlapping regions with priors 1Tλ  
and 2Tλ , in which we observe 1Cn  and 1Cn  targets, respectively.  Assuming the same detection 
probability p applies to both regions, we have 111 rnN CT +=  and 222 rnN CT += , where 


( )( )11 1~ TpPoissonr λ−  and ( )( )22 1~ TpPoissonr λ− .  Summing these results, we have 
rnnNN cCTT ++=+


2121 , where ( )( )( )1121 1~ TTpPoissonrrr λλ +−+=  using the merging property of 
the Poisson process [1].  This is the same result that one obtains by considering a single surveillance 
region given by the union of the two surveillance regions. 
We now consider the multi-sensor (or multi-scan) problem, in which a region with a fixed number of 
targets TN  is observed S times, resulting in a sequence of detection cardinalities that we denote by 


( )CSCCC nnnn ,...,, 21= .  We are interested in the same question as before: what is the probability 
distribution on TN , given that the sequence Cn  is observed? 
The measurements in the sequence Cn  are conditionally independent, given the number of targets TN .  
Accordingly, (2.4) can easily be replaced by (2.7).  Then, applying Bayes’ rule, the probability distribution 
on TN  given that the sequence Cn  is observed is given by (2.8), which relies on (2.1) and (2.7). 
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Unfortunately, the posterior probability distribution given by expression (5.8) does not lend itself to a 
simple interpretation as we had with (2.5). 
Remark 2.4 A recursive implementation of (2.8) is possible.  Let ( )( )121 ,...,, −


− = SCCCC nnnn , so that 


( )CSCC nnn ,−= .  Then, using the conditional independence of measurements in the sequence Cn  given the 
number of targets, (2.9) results. 
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 (2.9) 


Having determined the posterior probability distribution as prescribed by (2.5), (2.8), or (2.9), we are now 
in the position to estimate the target cardinality.  We can do so with a number of Bayesian estimators, 
including MMSE, MMAE, and MAP.  The MAP estimator is the simplest, as maximization of the 
posterior distribution over Tn  does not require computation of the denominator in (2.5), (2.8), or (2.9). 


5.2 The static problem with false alarms 
We consider now a generalization of the problem considered in section 5.1. Again, we have an unknown 
number of targets with prior distribution given by ( )TT PoissonN λ~ . At each scan, in addition to target 
detections which occur with probability p for each target, we observe a number of false returns with prior 
distribution ( )FAFA PoissonN λ~ .  As before, we observe a sequence of S detection cardinalities given by 
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( )CSCCC nnnn ,...,, 21= .  What is the probability distribution on TN , given that the sequence Cn  is 
observed? 
It turns out that this problem can be answered with minor modifications to our previous results, by 
conditioning on the number of returns that are target-induced in each scan to obtain (2.10).   
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In the single-scan case, applying both the merging and splitting properties of the Poisson process, the 
denominator in (2.11) can be expressed more simply according to (2.12). 
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As before, once the posterior probability distribution is defined, Bayesian estimators can be readily 
computed.  
Remark 2.5 In the mine-warfare community, the general problem with false alarms is not usually 
considered [2-4].  The reason for this is that detection processing includes close inspection of suspected 
mines, so that false alarm rates are negligible.  Nonetheless, the generalization is of interest in other 
surveillance settings. 
Remark 2.6 As before, a recursive computation of the posterior probability distribution for TN  is 
possible, according to (2.13). 


( ) ( ) ( )
( ) ( )


.
||


||
|


0
∑
∞


=


−−


−−


====


====
===


j
CCTTCSCS


CCTTTTCSCS
CCTT


nNjNpjNnNp


nNnNpnNnNp
nNnNp   (2.13) 


5.3 The dynamic problem 
We consider now a generalization of the target cardinality problem, whereby the number of 
targets is time-varying, as specified by birth and death processes.  In particular, assume that, at 
each scan, the number of target births is Poisson distributed with parameter Bλ , and that the 
number of target deaths is Poisson distributed with parameter Tq λ⋅ , i.e. at each scan each existing targets 
dies with probability 10 ≤≤ q .  Once more, we observe a sequence of S detection cardinalities given by 


( )CSCCC nnnn ,...,, 21= , and we wish to determine the probability distribution on TN , given that the 
sequence Cn  is observed. 
In the absence of cardinality measurements, the steady-state target distribution is uniquely 
determined by the parameters Bλ  and q .  In particular, equating the birth and death rates, equation 
(2.14) follows.  Thus, we assume that the prior target cardinality is given by ( )TT PoissonN λ~ , with Tλ  
consistent with (2.14). 


q
B


T
λ


λ = .      (2.14) 


Remark 2.7 More generally, given a target distribution with parameter 0λ , after k scans we have 
(2.15).  It is easy to show from (2.15) that, for ∞→k , we have ( ) Tk λλ → .  It is interesting to note that 
arbitrarily long back-prediction consistent with the dynamics (2.15) is only possible for target densities 
that exceed Tλ .  The back-prediction equation and the associated back-prediction limit are given by (2.16-
2.17).  Note that the limit in (2.17) only applies to target cardinalities lower that the steady-state solution; 
when these are larger, arbitrarily large back-predictions are possible. 
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We now develop a recursive expression for the posterior distribution on target cardinality, given by (2.18-
2.19).  Compared with (2.9), it requires the diffusion or prediction equation (2.18), which involves 
conditioning on the number of targets that survive from the previous scan.  Equation (2.19) involves 
conditioning on the previous target cardinality; note that, due to the death process, only the last 
measurement is relevant for providing a lower bound on target cardinality.  Equation (2.19) requires (2.4). 
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(2.19) 
Finally, we consider a further generalization to include both cardinality dynamics and false alarms.  
Equations (2.18-2.19) are directly applicable; in (2.19), in place of (2.4), we use (2.20) – the single-scan 
version of equation (2.10). 
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3 RECENT ADVANCES IN MULTI-STAGE TRACKING 


Among the known approaches to multi-target tracking, multi-hypothesis tracking (MHT) appears to 
provide the best performance results, albeit at the cost of increased computational expense and with some 
(generally minor) time latency between the input and output.  However, single-stage centralized MHT 
processing does not suffice in a number of surveillance settings.  Table 3.1 lists a number of multi-stage 
fusion architectures that we have studied, with a brief mention of their applicability.  Further details on our 
MHT algorithm and on many of the multi-stage architectures listed in table 3.1 may be found in [5] and 
references therein, as well as in more recent papers [6-7]. 
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Table 3.1: Multi-stage data fusion architectures. 


Architecture Applicability 


track-while-fuse Baseline, centralized MHT approach [5] 


track-before-fuse High detection-threshold settings with pronounced 
target-fading effects, as in undersea surveillance [5] 


fuse-before-track Large sensor networks with synchronized sensors; 
simplest first-stage static-fusion approach is contact 


sifting [5] 


track-extract-track Dim targets in clutter [5] 


track-break-fuse Dense target scenarios [5] 


modified fuse-before-track Large sensor networks with synchronized sensors; 
approaches include ML-MHT, ML-MHT2, and 


MHT2 [6] 


track-segment-fuse Dense target scenarios with lengthy group motion 
and low-revisit rate feature-rich sensors (see below; 


closely related to the approach described in [8]) 


modified track-before-fuse Multi-sensor settings where feature-rich sensors 
have low revisit rates or intermittent coverage, 


requiring customized track-management logic [7] 


track-adapt-track Low-resolution sensor settings (see below) 


low-q track – high-q track Dim targets in clutter (see below) 


track merging Post-processing clean-up procedure that relaxes 
single-detection assumption (see below) 


 
The motivation at the heart of all the multi-stage approaches outlined in table 3.1 is to identify multi-stage 
approaches that match or exceed the performance and robustness characteristics of much more complex 
single-stage tracking solutions.  Further, the MHT algorithmic module at the heart of these architectures is 
highly modular, thus providing simplicity and flexibility of use in addressing problems in a wide range of 
surveillance settings.  We discuss some recent developments below. 


3.1 Hypothesis management in dense-target scenarios (track-segment-fuse) 
As a computationally-efficient variation on the track-break-track architecture [5], we may consider the 
following scheme.  A first MHT stage (with n-scan=0) identifies high-quality contact data.  Subsequently, 
data associations are broken only when group compositions change.  That is, in the second pass, all tracks 
are grouped by normalized state proximity and, when a new track enters or leaves a particular group, all 
tracks in the group are terminated and re-initialized.  The resulting set of segmented tracks is then passed 
to a third processing stage: an MHT stage (with n-scan>>0) that performs segment-to-segment fusion with 
the inclusion of low-revisit rate feature-rich data.  This processing scheme is closely related to that 
developed in [7], but without the need for aggregate group state computations. 


The track-segment-fuse approach is preferable to the track-break-fuse approach when a high down-stream 
n-scan is required or when multi-target association ambiguities persist for many sensor scans.  The 
modified fuse-before-track approaches (see table 3.1) are of intermediate complexity between the others, 
as track breaks are introduced for at each time step: fewer breaks than in track-break-fuse, but more than 
in track-segment-fuse. 
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3.2 Tracking with low-resolution sensors (track-adapt-track) 
During recent NURC at-sea experimentation, the modified track-before-fuse architecture was severely 
tested due to the limited resolution of legacy ship-based radar systems [8].  In particular, we find that 
vessel radar tracks are recently dropped when in close proximity to another.  Subsequent to the at-sea 
experimentation, we have examined this problem further in a simulation-based setting.  In particular, we 
simulate a rendezvous-at-sea whereby targets approach, move in close proximity for some time, and then 
diverge.  Contact data is simulated with a nominal FAR but with a PD that drops significantly while the 
targets are close. 
One approach to this problem is to consider an adaptive track coasting scheme whereby tracks in close 
proximity are coasted for much longer times in the absence of a measurement update.  This approach is 
problematic, as tracks are easily seduced by false contacts.  A more robust approach is to allow track 
terminations after short-duration coasts, followed by adaptive coasting in a second stage.  An illustration 
of the effectiveness of the two-stage, track-adapt-track approach is shown in figures 3.1-3.2. 
There is still a need for further improvement to the track-adaptive-track scheme.  Indeed, note in the 
example that, while we are able successfully to associate two track segments on either side of the close-
target motion, the other two segments are not successfully associated.  Indeed, it is necessary to augment 
the second-stage adaptive coasting so that the current coasting methodology based on a nearly-constant 
velocity target motion model (which amounts to dead-reckoning) be replaced by a more sophisticated 
approach that coasts the track in vicinity of existing active tracks, where these exist.  This would allow for 
maneuvers as part of the track-coasting process. 


3.3 Tracking dim targets in clutter (low-q track – high-q track) 
Tracking low PD targets in clutter is a significant challenge.  Maximum likelihood (ML) approaches 
effectively lower the target process noise to zero, and limit the search to a single non-manuevering target.  
Recently, there has been work to extend ML-based approaches to handle multiple, maneuvering target. 
The MHT solution provides a useful tool to address the dim-target challenge.  In particular, we proceed in 
a two-stage approach.  In the first stage, we process the data with near-zero process noise.  In the second 
stage, we allow for much lengthier track coasts (as previously done, this is best performed in a 
downstream stage with less clutter), as well as with a larger process noise.  The idea is to associate short, 
low-maneuver segments into higher-continuity tracks.  An illustration of the potential of this approach is 
given in figures 3.3-3.6. 
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Figure 3.1: Crossing target trajectories (magenta), contact data (black), single-stage adaptive 


tracking (red), first-stage tracking (blue), track-adapt-track (cyan). 
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Figure 3.2: Close-up of crossing target trajectories (magenta), contact data (black), single-stage 


adaptive tracking (red), first-stage tracking (blue), track-adapt-track (cyan). 
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Figure 3.3: The dim-target problem. Target trajectories (magenta), contact data (black), single-


stage tracking (red). 
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Figure 3.4: The dim-target problem. Target trajectories (magenta), contact data (black), low-
process-noise tracking (blue). 
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Figure 3.5: The dim-target problem. Target trajectories (magenta), contact data (black), second-
stage tracking (cyan) in low-q track – high-q track architecture. 
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Figure 3.6: The dim-target problem: aggregate results. Target trajectories (magenta), contact 
data (black), low-process-noise tracking (blue), second-stage tracking (cyan) in low-q track – 


high-q track architecture. 
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3.4 Track merging  
Automatic tracking often results in track fragmentation and redundant tracks on the same target.  This may 
be caused by sensor limitations (missed detections, high false contact rate, unresolved measurement, 
redundant measurements) or tracker limitations.  It is of interest to develop schemes to improve track 
continuity. 


Our approach to this problem is to consider a post-tracker, track-merging algorithm.  There are a number 
of reasons for choosing this two-stage processing paradigm as opposed to seeking to develop an enhanced, 
single-stage tracking solution: 


• This is a simpler approach as it does not require changing the fundamental assumption that targets 
give rise to at most one measurement per scan; 


• More aggressive fusion (in this context, allowing for multiple target returns from the same object) 
is less error prone in downstream processing in which false returns are largely absent; 


• The tracker is scan-based, while our post-processing allows for batch analysis. 


Simplifying assumptions: 


• Single-sensor, single-footprint formulation; the general case will involve a multi-sensor, multi-
footprint formulation; 


• Upstream tracker involves hard data association and sensor measurement information is available 
at output (correspondingly, terminal track coasts are removed); 


• No prior distribution on number of targets. 


We develop a sub-optimal, greedy fusion approach as the optimal solution may be computationally 
intractable for a large number of tracks.  We assume knowledge of the following: 


• Target kinematic model and sensor measurement model that allow for the evaluation of 
( )1| −i


i xxp , where 1−ix  is the measurement (and missed detection) sequence up to and including 
time 1−it ; 


• A sensor detection model for the number of returns per target per scan at time it .  In a more 
general form, this model is the convolution of Bernoulli and Poisson distributions, allowing for a 
target-originated contact with probability DP  as well as a Poisson-distributed number of false 
returns.  The distribution may be simplified by limiting to one the number of extraneous returns 
(with probability FAP ); accordingly, we may then use the multinomial distribution as follows: 


( ) ( )( )FADm PPp −−= 110 , ( ) ( ) ( )DFAFADm PPPPp −+−= 111 , and ( ) FADm PPp =2 . 


Note that the sensor model applies downstream of target tracking, and as such accounts for tracker 
inaccuracies that give rise to redundant measurements.  Thus, FAP  reflects sensor measurement 
redundancies as well as false contacts that are associated to target tracks through tracker processing. 
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3.4.1  Track data without sensor measurements: the case of partial information and linear 
dynamics and measurements 


Most tracking systems do not provide upstream sensor measurement information.  In fact, for those 
trackers that utilize soft data association, generally there are multiple sensor measurements that give rise to 
each track update.  Thus, it is of interest to extend the basic track-merging approach to account for these 
cases.  As an intermediate case, trackers may provide partial sensor measurement information; namely, an 
indication as to where a given track state constitutes a predicted state (i.e. track coast) or updated state (i.e. 
measurement available). 


We will focus on the case of partial measurement information and linear dynamical and measurement 
models.  In this case, provided that tracker filter parameters are known and that there is exactly one 
measurement associated with each track update, pseudo-measurements can be derived that correspond 
exactly to the upstream measurements. 


Let the known sequence of state estimates be given by ( ) ( )( ),...2|2,1|1 XX , and let ( ),..., 21 zzz =  be the 
measurement indicator sequence, i.e. 1=iz  if there is a measurement at it , and 0=iz  otherwise.  
Assume that the target dynamical model and sensor measurement model are known: 


( )kkkkkk QNwwXAX ,0~,1 +=+ ,    (3.1) 


( )kkkkkk RNwvXCZ ,0~,1 +=+ .    (3.2) 


Assume [ ]kkk CCC ,2,1=  with 0,1 >kC  and 0,2 =kC .  Correspondingly, let 


( ) ( ) ( )[ ]′= kkXkkXkkX ||| 21 .  Let V be the covariance prior for the unmeasured portion of the state 
vector; as with the target and sensor models, we assume this filter parameter to be known.  Manipulation 
of the Kalman filter equations leads directly to the measurement-reconstruction equations. 


First, the filter covariance expressions can be reconstructed without filter state estimates as follows: 


( ) 1
1,11


1
1,1


1
1,1


0
01|1 −


−−


=
⎥
⎥
⎦


⎤


⎢
⎢
⎣


⎡
= CZ


V
RCCP


T


.    (3.3) 


( ) ( ) kkk QAkkPAkkP +′=+ ||1 ,     (3.4) 


( ) ( )( ) 1
1111 |1|1 −
++++ +′+′+= kkkkk RCkkPCCkkPL ,   (3.5) 


( ) [ ]( ) ( )kkPCLzIkkP kkk |1111|1 111 +=−=++ +++ .   (3.6) 


Next, measurement reconstruction is as follows; note that equation (8) applies when 11 =+kz . 


( )1|11
1
1,11 XCZ −= ,     (3.7) 


( )( ) ( ) ( ) ( ) ( )( )( ) ( )( ).||1|11|1|1|1 11
1 kkXARkkPCkkPIkkXkkPRkkPZ kkkkk


−−
+ ++′+−++++++=  


(3.8) 
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3.4.2  Track scores 


Let track j be given by a sequence of associated measurements ( ),..., 21 xx  defined on ( ),..., 21 tt .  We define 
φ=ix  when no measurement exists at time it .  Further, let ( ) { }φ≠= iii


xtjs |min  and 


( ) { }φ≠= iii
xtjf |max .  The track score ( )jc  is given by the following, where 1−ix  denotes all 


measurements up to and including time 1−it : 


( ) [ ] ( ) ( ) [ ] ( ){ }
( )


( )


∏
=


− =+≠−=
jf


jsi
mi


i
imi pxxxppxjc 01|11log 1 φφ .   (3.9) 


In equation (3.1) we have ( ) ( )11 ,0 Rgxp = , where g is the Gaussian probability density function (pdf).  
Further, ( )⋅mp  is the multinomial distribution as noted previously. 
More generally, let track j be given by a sequence of associated measurements ( ),...,...,,...,, ,1,22,11,1 kixxxx  
where 0≥in  measurements may exist at time it .  In the case of no measurements at time it , we have  


φ=1,ix .  The track score ( )jc is given by: 


( ) [ ] ( ) ( ) ( ) [ ] ( )
( )


( )


∏ ∏
= =


−
−


−


⎪⎭


⎪
⎬
⎫


⎪⎩


⎪
⎨
⎧


=+≠−=
jf


jsi
mi


n


k


i
ikii


i
kiimi pxxxpxxxxpnpxjc


i


01|,...,|1log 1,
2


1
1,1,1,


1
,1, φφ . (3.10) 


In equation (3.10), we have ( ) ( )11,1 ,0 Rgxp = .  Simplifying the notation by suppressing the redundant-
measurement index i, the kinematic-residual cost term is given by: 


( ) ( ) ( )( )111111 |1,|1| ++++++ +′++−= kkkkk
k


k RCkkPCkkXCxfxxp .  (3.11) 
Note that, in general, the track score depends on the ordering of multiple measurements at the same time.  
We neglect this and consider an arbitrary ordering of such measurement.  (In the case of linear 
measurements, the ordering does not impact the track score.) 


3.4.3  Greedy track merging 


Let N be the number of tracks of interest, and let each track j have associated cost ( )jc .  We consider an 
N-by-N matrix C of fused-track costs, where the ijth element ijc  is given by ( ) ( ) ( )jciclc −− .  In turn, track 
( )jil ,  is defined by the merged, time-ordered sequences of measurements in tracks i and j.  The diagonal 


elements of C are set to zero: Njc jj ,...1,0 == .  Each matrix element ijc  represents the cost of replacing 
tracks i and j with the corresponding track ( )jil , . 
Having generated matrix C, we identify its smallest negative matrix element jic ˆ̂ .  Correspondingly, we 


replace tracks î  and ĵ  by ( )jil ˆ,ˆ .  This leads to a set of N-1 tracks, for which a new matrix C is 
determined.  The procedure is iterative, and terminates when no non-negative matrix elements remain. 
Note that the track fusion methodology defined here avoids the enumeration of the 12 −N  local track 
hypotheses to be considered.  Thus, there is no guarantee that the resulting set of fused tracks corresponds 
to the optimal set of local track hypotheses.  In principle, if 12 −N  were not prohibitive, one could 
consider an LP-relaxation or Lagrangian relaxation approach to determine the optimal set of local 
hypotheses [9-10].  Track-oriented relaxation approaches obviate the need for considering global 
hypotheses; indeed, given N tracks, there are NB  ways to partition these, where the Bell number NB  
grows very rapidly as a function of N [11]. 


3.4.4  Examples with two synthetically-generated tracks 


Let us examine a simple example in which a linear target trajectory gives rise to two overlapping-in-time 
tracks.  Following the methodology defined above, it is of interest to investigate under what conditions the 
tracks are merged.  The exact scenario characteristics are summarized in table 3.2. 
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Table 3.2: Scenario characteristics for the two-track example. 


Sensor revisit time 1sec 


Sensor measurement covariance matrix 
2m


10
01
⎥
⎦


⎤
⎢
⎣


⎡
 


Sensor detection probability 9.0=DP  


Sensor revisit time 1sec 


Duration of tracks 60 scans 


Duration of track overlap s scans 


Track displacement bias d m 


Tracker kinematic process noise 0.01m2s-3 


Tracker velocity prior covariance 
22m


10
01 −
⎥
⎦


⎤
⎢
⎣


⎡
s  


Extraneous measurement probability FAP  


 
A scenario realization is illustrated in figures 3.7-3.8, with d=1m, s=3, and 1.0=FAP .  
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Figure 3.7 Two-track example. Nominal target locations are red and blue dots, sensor 


measurements are crosses, track segments are trajectories, fused track is black trajectory. 


Figure 3.9 provides Monte Carlo results.  Each data point is based on 20 realizations.  As expected, we 
find that tracks that have a temporal gap generally will not fuse, and likewise tracks with significant 
temporal overlap will not fuse.  The highest fusion likelihood is achieved when there is neither a temporal 
overlap nor a temporal gap.  As the kinematic discrepancy (track displacement bias d) is reduced or the 
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redundancy parameter is increased (extraneous measurement probability FAP ), fusion is more likely to 
lead to improved track scores. 
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Figure 3.8: Close-up of track overlap in figure 3.7. 
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Figure 3.9: Baseline results (d=2, 1.0=FAP ) in red; variations leading to higher probability of 


track-score improvement through fusion: first variation (d=1, 1.0=FAP ) in blue and second 


variation (d=2, 2.0=FAP ) in black. 
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It is worth noting that in the special case of two point-tracks, these will not fuse regardless of whether they 
is overlap, a temporal gap, or neither.  The best-scoring fusion situation is where there is neither overlap 
nor a gap.  Nonetheless, even in this instance, the kinematic-filter score given by equation (3.10) is slightly 
lower than in the case of a second track initiation.  The result is a reasonable one: tracks should fuse only 
when the detection and kinematic characteristics of the scenario are such as to justify modification of the 
upstream tracker output.  


In general, out-of-phase measurements (i.e. coasts on one track when the other has updates) and single-
track maneuvers in conjunction with track fragmentation will increase the likelihood that track merging 
will be performed.  Such instances emerge in more complex, data-driven track realizations than those 
examined in this section.  Thus, more comprehensive analysis of track merging performance is required 
with tracker executions based on simulated sensor data. 


To conclude, our approach to track merging accounts for target kinematic characteristics, sensor detection 
and localization characteristics, and the impact of target tracking on redundant measurements.  Further 
work includes: (1) analysis of the performance benefits of track merging with simulation-based tracker 
runs; (2) treatment of the general case of legacy track data and a quantification of the corresponding 
performance degradation; and (3) development of a scan-based track-merging methodology, for use in 
real-time tracking applications. 


4 CONCLUSIONS 


Estimation and detection theory provide a theoretical underpinning for a wide variety of problems that, 
taken as a whole, constitute the target tracking challenge.  These notes provide a brief taxonomy of 
approaches to this challenge, and move on to discuss specific results on the target cardinality problem and 
in multi-stage tracking; the latter in particular is an area of active research in which the author has been 
engaged for many years.  Multi-stage approaches to tracking are often simpler, more robust, and higher 
performing than highly sophisticated single-stage processing algorithms.  We hope to encourage more 
research on fusion architectures, as we believe this topic constitutes a fruitful area for significant advances 
in surveillance capabilities for a wide variety of security and defense applications. 
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Chapter 6
Multiple Target Tracking


“Although this may seem a paradox, all exact science is
dominated by the idea of approximation.”


Bertrand Russell, The Scientific Outlook, 1931


Abstract Multitarget tracking intensity filters are closely related to imaging
problems, especially PET imaging. The intensity filter is obtained by three
different methods. One is a Bayesian derivation involving target prediction
and information updating. The second approach is a simple, compelling,
and insightful intuitive argument. The third is a straightforward application
of the Shepp-Vardi algorithm. The intensity filter is developed on an aug-
mented target state space. The PHD filter is obtained from the intensity filter
by substituting assumed known target birth and measurement clutter inten-
sities for the intensity filter’s predicted target birth and clutter intensities.


To accommodate heterogeneous targets and sensor measurement models,
a parameterized intensity filter is developed using a marked PPP Gaussian
sum model. Particle and Gaussian sum implementations of intensity fil-
ters are reviewed. Mean-shift algorithms are discussed as a way to extract
target state estimates. Grenander’s method of sieves is discussed for regu-
larization of the multitarget intensity filter estimates. Sources of error in the
estimated target count are discussed. Finally, the multisensor intensity filter
is developed using the same PPP target models as in the single sensor fil-
ter. Both homogeneous and heterogeneous multisensor fields are discussed.
Multisensor intensity filters reduce the variance of estimated target count by
averaging.


Multitarget tracking in clutter is a joint detection and estimation problem.
It comprises two important inter-related tasks. One initiates and terminates
targets, and the other associates, or assigns, data to specific targets and to
clutter. The MHT (Multiple Hypothesis Tracking) formulation treats both
tasks. It is well matched to the target physics and to the sensor signal proces-
sors of most radar and sonar systems. Unfortunately, exact MHT algorithms
are intractable because the number of measurement assignment hypotheses
grows exponentially with the number of measurements. These problems are
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aggravated when multiple sensors are used. Circumventing the computa-
tional difficulties of MHT requires approximation.


Approximate tracking methods based on PPP models are the topics of
this chapter. They show much promise in difficult problems with high target
and clutter densities. The key insight is to model the distribution of targets
in state space as a PPP, and then use a filter to update the defining parameter
of the PPP — its intensity. To update the intensity is to update the PPP. The
intensity function of the PPP approximation characterizes the multiple target
tracking model. This important point is discussed further in Section 6.1.1.


The PPP intensity model uses an augmented state space, S+. This enables
it to estimate target birth and measurement clutter processes on-line as part
of the filtering algorithm.


Three approaches to the intensity filter are provided. The first and most
rigorous is a Bayesian derivation given in Appendix D. The relationship
between this approach and the “first moment intensity” of the posterior
point process is shown. The second approach is a short but extraordinarily
insightful derivation that is ideal for readers who wish to avoid the Bayesian
analysis, at least on a first reading. The third approach is based on the
connection to PET and the Shepp-Vardi algorithm. The PET interpretation
contributes significantly to understanding the PPP target model. A special
case of the intensity filter is the well known PHD filter. It is obtained by
assuming a known target birth-death process, a known measurement clutter
process, and restricting the intensity filter to the non-augmented target state
space S.


Implementation issues are discussed in Section 6.3. Current approaches
use either particle or Gaussian sum methods. An image processing method
called the mean shift algorithm is well suited to point target estimation,
especially for particle methods. Observed information matrices (cf. Section
4.7) are proposed as surrogates for the error covariance matrices widely used
in single target Bayesian filters. The underlying statistical meaning of OIM
estimates is as yet unresolved.


Several sources of error in the estimated target count are discussed in
Section 6.4. Target count estimates are sensitive to the probability of target
detection. This function, PD


k (x), depends on target state x at measurement
time tk. It varies over time because of slowly changing sensor characteristics
and environmental conditions. Monitoring these and other factors that affect
target detection probability is not typically considered part of the tracking
problem.


Several areas of on-going research are also discussed. One is a Gaussian
sum PPP filter that enables heterogeneous target motion and sensor mea-
surement models to be used in an intensity filter setting. See Section 6.2.2 for
details. Another is the multiple sensor intensity filter described in Section 6.5.
This filter is relies on the validity of the PPP approximation for every sensor.
It reduces the variance of the target count by averaging over the sensors,
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so that the variance of estimated target count decreases with the number of
sensors.


6.1 Intensity Filters


6.1.1 PPP Model Interpretation


The points of a realization of a PPP on the target state space are a poor rep-
resentation of the physical reality of a multiple target state. This is especially
easy to see when exactly one target is present, for then ideally∫


S


λ(x)dx = 1 . (6.1)


From (2.4), the probability that a realization of the PPP has exactly one point
target is


pN(n = 1) = e−1
≈ 37% .


Hence, 63% of all realizations have either no target or two or more targets.
Evidently, realizations of the PPP seriously mismodel this simple tracking
problem. The problem worsens with increasing the target count: if exactly n
targets are present, then the probability that a realization has exactly n points
is e−n nn /n! ≈ (2πn)−1/2


→ 0 as n→∞. Evidently, PPP realizations are poor
models of real targets.


One interpretation of the PPP approximation is that the critical element
of the multitarget model is the intensity function, not the PPP realizations.
The shift of perspective means that the integral (6.1) is the more physically
meaningful quantity. Said another way, the concept of expectation, or en-
semble average over realizations, corresponds more closely to the physical
target reality than do the realizations themselves.


A huge benefit comes from accepting the PPP approximation to the mul-
tiple target state — exponential numbers of assignments are completely
eliminated. The PPP approximation finesses the data assignment problem
by replacing it with a stochastic imaging problem, and the imaging problem
is easier to solve. It is fortuitous that the imaging problem is mathematically
the same problem that arises in PET; see Section 5.2. The “at most one mea-
surement per target” rule for tracking corresponds in PET to the physics —
there is at most measurement per one positron-electron annihilation.


Analogies are sometimes misleading, but consider this one: In the lan-
guage of thermodynamics, the points of PPP realizations are microstates.
Microstates obey the laws of physics, but are not directly observable without
disturbing the system state. Physically meaningful quantities (such as tem-
perature, etc.) are ensemble averages over the microstates. In the PPP target
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model, the points of a realization are thus “microtargets”, and microtargets
obey the same target motion and measurement models as real targets. The
ensemble average over the PPP microtargets yields the target intensity func-
tion. The language of microtargets is helpful in Section 6.5 on multisensor
intensity filtering, but it is otherwise eschewed in this chapter.


6.1.2 Predicted Target and Measurement Processes


Formulation


Standard filtering notation is adopted, but modified to accommodate PPPs.
The general Bayesian filtering problem is reviewed in Appendix C. Let S =
Rnx denote the nx-dimensional single target state space. The augmented
space isS+


≡ S∪φ, whereφ represents a “clutter target” state. Clutter targets
account for data not assigned to real, physical targets. The augmented space
S


+ is discussed in Section 2.12.
The single target transition function from time tk−1 to time tk, denoted by


Ψk−1(y |x) ≡ pΞk |Ξk−1 (y |x), is assumed known for all x, y ∈ S+. The augmented
state space enables both target initiation and termination to be incorporated
directly into Ψk−1 as specialized kinds of state transitions. Novel aspects of
the transition function are:


• Ψk−1(φ |x) is the probability that a target at x ∈ S terminates;
• Ψk−1(y |φ) is the likelihood that a new target initiates at y ∈ S; and
• Ψk−1(φ |φ) is the probability that a target in φ remains in φ.


The augmented state φ is also used to account for measurement clutter, that
is, for data that do not correspond to real targets.


The multitarget state at time tk is Ξk. It is a point process on S+, but it
is not a PPP on S+. Nonetheless, Ξk is approximated by a PPP to “close
the loop” after the Bayesian information update. The multitarget state is a
realization ξk of Ξk. If ξk = (n, {x1, . . . , xn}), then every point x j is either a
point in S or is φ. It is stressed that repeated occurrences of φ are allowed in
the list {x1, . . . ,xn} to account for clutter.


The measurement at time tk is Υk. It is a point process on the (nonaug-
mented) spaceT ≡ Rnz , where nz is the dimension of a sensor measurement.
The measurement data set


υk = (m, {z1, . . . , zm}) ∈ E(T )


is a realization of Υk. The pdf of a point measurement z ∈ T conditioned on a
target in state x ∈S+ at time tk is the measurement pdf pk(z |x). The only novel
aspect of this pdf is that pk(z |φ) is the pdf that z is a clutter measurement.


The Bayesian posterior multitarget state point process conditioned on the
data υ1, . . . , υk−1 is approximated by a PPP. Denote this PPP by Ξk−1|k−1. The
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Fig. 6.1 Block diagram of the Bayes update of the intensity filter on the augmented target
state spaceS+. One step of the Shepp-Vardi algorithm is used in the “PET Iteration” block.
Because the null state φ is part of the state space, target birth and measurement clutter
estimates are intrinsic to the predicted target and predicted measurement steps. The same
block diagram holds for the PHD filter on the nonaugmented space S.


intensity of Ξk−1|k−1 is fk−1|k−1(x), x ∈ S+. Let Ξk|k−1 denote the predicted PPP
at time tk. Its intensity is denoted by fk|k−1(x), and it is the integral of the
intensity fk−1|k−1(x) of Ξk−1|k−1, as seen in Section 2.11.2, Eqn. (2.86).


The goal is to update the predicted PPP,Ξk|k−1, with the measurement data
υk. The information updated point process is not a PPP, so it is approximated
by a PPP. Let Ξk|k denote the approximating PPP, and let its intensity be
fk|k(x).


Fig. 6.1 outlines the steps of the intensity filter. The discussion below
walks through the steps in the order outlined.
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Target Motion and the Bernoulli Split


The first of these steps accounts for target motion and predicts the intensity
at the next time step. The input is a PPP with intensity fk−1|k−1(x), so the
transition procedure yields an output process that is also a PPP, as is seen in
Section 2.11.1. Let fk|k−1(x) denote the intensity of the output PPP. Adapting
(2.83) to S+ gives


fk|k−1(x) =


∫
S+
Ψ (x | y) fk−1|k−1(y)dy , (6.2)


where the integral over S+ is defined as in (2.97).
Target motion is followed by a Bernoulli thinning procedure using the


probability of the sensor detecting a target at the point x, denoted PD
k (x). This


probability is state dependent and assumed known. The input PPP intensity
is fk|k−1(x). As seen in Section 2.9.2, thinning splits it into two PPPs – one
for detected targets and the other for undetected targets, denoted by f D


k|k−1(x)
and f U


k|k−1(x), respectively. These PPPs are independent (see Section 2.9.2)
and, from (2.56), and their intensities are


f D
k|k−1(x) = PD


k (x) fk|k−1(x)


and


f U
k|k−1(x) =


(
1 − PD


k (x)
)


fk|k−1(x) .


Both branches in Fig. 6.1 are now subjected to an information update.


Predicted Measurement PPP, and Why It Is Important


As seen in Section 2.11.2, the predicted measurement process is a PPP. Its
intensity is


λk|k−1(z) =


∫
S+


pk(z |x)PD
k (x) fk|k−1(x)dx , for z ∈ T , (6.3)


as is seen from (2.86). The measurement PPP is a critical component of the
intensity filter because, as is seen in Eqn. (6.9), it weights the individual terms
in the sum that comprises the filter.


Another way to see the importance of λk|k−1(z) is to recall the classical
single-target Bayesian tracking problem. The standard Bayesian formulation
gives
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p(x |z) =
p(z |x)p(x)


p(z)
, (6.4)


where the denominator is a scale factor that makes the left hand side a
true pdf. It is very easy to ignore p(z) in practice because the numerator
is obtained by multiplication and the product scaled so that it is a pdf.
When multiple conditionally independent measurements are available, the
conditional likelihood is a product and it is the same story again for the scale
factor. However, if the posterior pdfs are summed, not multiplied, the scale factor
must be included for the individual terms to be comparable. Such is the case
with the intensity filter: the PPP model justifies adding Bayesian posteriors
instead of multiplying them, and the scale factors are crucial to making the
sum meaningful.


The scale factor clearly deserves a respectable name, and it has one. It is
called the partition function in statistical physics and the machine learning
communities.


6.1.3 Information Updates


It is seen in Appendix C that the mathematically correct information update
procedure is to apply the Bayesian method to both the detected and unde-
tected target PPPs to evaluate their posterior pdfs. These pdfs are defined on
the event space E (S+). If the posterior pdfs have the proper form, then the
posterior point processes are PPPs and are characterized by their intensity
functions on S+.


The information update of the undetected target PPP is the Bayesian
updated process condition on no target detection. The posterior point process
is identical to the predicted target point process. It is therefore a PPP whose
intensity, denoted by f U


k|k(x), is given by


f U
k|k(x) = f U


k|k−1(x)


=
(
1 − PD


k (x)
)


fk|k−1(x) . (6.5)


This brings the right hand branch of Fig. 6.1 to the superposition stage, i.e.,
the block that says “Add Intensities”.


The left hand branch is more difficult because, as it turns out, the infor-
mation updated detected target point process is not a PPP. This is a serious
dilemma since it is highly desirable both theoretically and computationally
for the filter recursion to remain a closed loop. The posterior point process
of the detected targets is therefore approximated by a PPP. Three methods
are given for obtaining this approximation.


The first method is a Bayesian derivation of the posterior density of the
point process on the event space E (S+), followed by a “mean field” ap-
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proximation. Details about Bayesian filters in general are given in Appendix
C. The Bayesian derivation is mathematically rigorous, but not particularly
insightful.


To gain intuition, one need look no further than to the second method.
While not rigorous, it is intuitively appealing and very convincing. The per-
spective is further enriched by the third method. It shows a direct connection
between the information update of the Bayesian filter and the Shepp-Vardi
algorithm for PET imaging. This third method also poses an interesting
question about iterative updates of a Bayesian posterior density.


First Method: Bayesian Derivation and Mean Field Approximation


The pdf of the Bayesian posterior point process for detected targets is defined
on the event space E (S+). The Bayesian posterior, or information updated,
pdf is defined on this complex event space. The derivation is straightforward
and a delight for Bayesians. It is relatively long and interferes with the flow
of the discussion, so it is given in Appendix D where it can be read at leisure.
The main points are outlined here, so readers suffer little or no loss of insight
by skipping it on a first reading. Specific equation references are provided
here so the precision of the mathematics is not lost in the flow of words.


The Bayesian derivation explicitly incorporates the “at most one measure-
ment per target”rule into the measurement likelihood function. It imposes
this constraint via the measurement conditional pdf (cf. Eqn. (D.5)). This pdf
sums over all possible assignments of the given data to targets. Because of the
augmented space S+, a clutter measurement is accounted for by assigning it
to a target with state φ.


The usual Bayesian update (cf. Eqn. (D.6)) leads to the pdf of the Bayesian
posterior point process (cf. Eqn. (D.10)). This pdf uses the facts that the a priori
target process is a PPP with intensity f D


k|k−1(x) and that the predicted measure-
ment process is a PPP with intensity λk|k−1(z) given by (6.3). The posterior
pdf is computationally intractable except in reasonably small problems. In
any event, inspection of the posterior pdf clearly reveals that it does not have
the form of a PPP pdf. Approximating the posterior point process with a PPP
is the next step.


The Bayesian posterior pdf is replaced by a mean field approximation, a
widely used method of approximation in machine learning and statistical
physics problems. This approximation is the product of the one dimensional
marginal pdfs of the posterior pdf. The marginal pdfs are identical. The
intensity function of the approximating PPP is therefore taken to be propor-
tional to the marginal pdf (cf. Eqn. (D.13)). The appropriate scale factor is
a constant determined by maximum likelihood. In essence, the mean field
approximation (cf. Eqn. (D.14)) is proportional to the intensity function of
the approximating PPP.
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The posterior detected target point process is a special case of the more
general class of finite point processes. The general theory of these processes
dates to the 1950s. An excellent text on the topic is [16, Chap. 5]. Finite point
process theory leads via the so-called Janossy densities to the first moment
intensity function approximation. Janossy densities are merely the joint pdfs
of the points of the process (conditioned on their number). The first moment
is a sum over all Janossy densities. In the tracking application, only one
Janossy density is nonzero, and it is the likelihood function of updated point
process. Consequently, and happily, the first moment is given by a sum
comprising only one term. The mean field approximation is very closely
related to the first moment intensity function. Further details are provided
in the last section of Appendix D.


Second Method: Expected Target Count


Let pk( · |x), x ∈ S+, denote the conditional pdf of a measurement in the mea-
surement space T , so that∫


T


pk(z |x)dz = 1 , for all x ∈ S+ . (6.6)


The special case pk(z |φ) is the pdf of a data point z conditioned on the target
state φ, that is, the pdf of z given that it is clutter. The predicted intensity at
time tk of the target point process is a PPP with intensity PD


k (x) fk|k−1(x). The
intensity f D


k|k(x) is the intensity of a PPP that approximates the information
updated, or Bayes posterior, detected target process.


The measured data at time tk are mk points in a measurement space T .
Denote these data points by Zk = (z1, . . . , zmk ).


The information update of the detected target PPP is obtained intuitively
as follows. The best current estimate of the probability that the point mea-
surement z j originated from a physical target with state x ∈ S in the infinites-
imal dx is


pk(z j |x)PD
k (x) fk|k−1(x)dx


λk|k−1(z j)
, (6.7)


where the denominator is found using (6.3). Similarly, the probability that z j
originated from a target with state φ is


pk(z j |φ)PD
k (φ) fk|k−1(φ)


λk|k−1(z j)
. (6.8)
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Because of the “at most one measurement per target” rule, the sum of the
ratios over all measurements z j is the estimated number of targets at x, or
targets in φ, that generated a measurement.


The estimated number of targets at x ∈ S is set equal to the expected
number of targets conditioned on the data υk, namely f D


k|k(x)dx. Cancelling
dx gives


f D
k|k(x) =


m∑
j=1


pk(z j |x)PD
k (x) fk|k−1(x)


λk|k−1(z j)
. (6.9)


Eqn. (6.9) holds for all x ∈ S+, not just for x ∈ S.
The expected target count method makes it clear that the expected number


of detected targets in any given setR⊂S is simply the integral of the posterior
pdf


E
[
Number of detected targets in R


]
=


∫
R


f D
k|k(x)dx . (6.10)


Similarly, the expected number of targets in state φ is the posterior intensity
evaluated at φ, namely, f D


k|k(φ). The predicted measurement process with
intensity λk|k−1(z) is a vital part of the intensity filter.


Third Method: Shepp-Vardi Iteration


The PET model is interesting here. The measurement data and multiple
target models are interpreted analogously so that:


• The target state space S+ corresponds to the space in which the radioiso-
tope is absorbed.


• The measured data Zk ⊂ T correspond to the measured locations of the
annihilation events. As noted in the derivation of Shepp-Vardi, the mea-
surement space T need not be the same as the state space.


• The posterior target intensity f D
k|k(x) corresponds to the annihilation event


intensity.


The analogy makes the targets mathematically equivalent to the distribution
of (hypothetical) positron-electron annihilation events in the state space.


Under the annihilation event interpretation, the information update (6.9)
of the detected target process is given by the Shepp-Vardi algorithm for PET
using PPP sample data. The EM derivation needs only small modifications
to accommodate the augmented state space. Details are left to the reader.
The n-th iteration of the Shepp-Vardi algorithm is, from (5.18),
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f D
k|k(x)(n+1) = f D


k|k(x)(n)
mk∑
j=1


pk(z j |x)∫
S+ pk(z j |s) f D


k|k(s)(n) ds
, (6.11)


where the predicted intensity f D
k|k(x)(0)


≡ f D
k|k−1(x) = PD


k (x) fk|k−1(x) initializes
the algorithm. The first iteration of this version of the Shepp-Vardi algorithm
is clearly identical to the Bayesian information update (6.9) of the detected
target process. The second and higher iterations are not Bayesian intensity
estimates.


The Shepp-Vardi iteration converges to an ML estimate of the target state
intensity given only data at time tk. It is independent of the data at times
t1, . . . , tk−1 except insofar as the initialization influences the ML estimate. In
other words, the iteration leads to an ML estimate of an intensity that does
not include the effect of a Bayesian prior. The problem lies not in the PET
interpretation but in the pdf of the data. To see this it suffices to observe
that the parameters of the pdf (5.7) are not constrained by a Bayesian prior
and, consequently, the Shepp-Vardi algorithm converges to an estimate that
is similarly unconstrained. It is, moreover, not obvious how to impose a
Bayesian prior on the PET parameters that does not disappear in the small
cell limit.


6.1.4 The Final Filter


Superposing the PPP approximation of the detected target process and the
undetected target PPP gives


fk|k(x) = f U
k|k(x) + f D


k|k(x), x ∈ S+


=


1−PD
k (x) +


m∑
j=1


pk(z j |x)PD
k (x)


λk|k−1(z j)


 fk|k−1(x) (6.12)


as the updated intensity of the PPP approximation to Ξk|k.
The intensity filter comprises equations (6.2), (6.3), and (6.12). The first


two equations are more insightful when written in traditional notation. Ex-
panding the discrete-continuous integral (6.2) gives


fk|k−1(x) = b̂k(x) +


∫
S


Ψk−1(x | y) fk−1|k−1(y)dy, (6.13)


where the predicted target birth intensity is


b̂k(x) = Ψk−1(x |φ) fk−1|k−1(φ). (6.14)


Also, from (6.3),
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Table 6.1 Intensity Filter on the State Space S+ = S∪φ
INPUTS:
Data: z1:m ≡ {z1, . . . ,zm} ⊂ T at time tk
Probability of target detection: PD


k (x) at time tk


OUTPUT: { fk|k(x), fk|k(φ)} = IntensityFilter
[


fk−1|k−1(x), fk−1|k−1(φ), PD
k (x), z1:m


]
• Predicted target intensity : For x ∈ S,


– Newly born targets (target initiations): b̂k(x) = Ψk−1(x |φ) fk−1|k−1(φ)
– Moving targets: d̂k(x) =


∫
S
Ψk−1(x | y) fk−1|k−1(y)dy


– Target intensity: fk|k−1(x) = b̂k(x) + d̂k(x)


• Predicted clutter intensity:


– Clutter persistence: b̂k(φ) = Ψk−1(φ |φ) fk−1|k−1(φ)
– Newly born clutter (target terminations): d̂k(φ) =


∫
S
Ψk−1(φ | y) fk−1|k−1(y)dy


– Clutter intensity: fk|k−1(φ) = b̂k(φ) + d̂k(φ)


• Predicted measurement intensity: FOR j = 1 : m,


– Generated by targets: ν̂k(z j) =
∫
S


pk(z j |x)PD
k (x) fk|k−1(x)dx


– Generated by clutter: λ̂k(z j) = pk(z j |φ)PD
k (φ) fk|k−1(φ)


– Measurement intensity: λk|k−1(z j) = λ̂k(z j) + ν̂k(z j)


• Information updated target intensity : For x ∈ S,


– Undetected targets: f U
k|k(x) =


(
1 − PD


k (x)
)


fk|k−1(x)


– Detected targets: f D
k|k(x) =


[∑m
j=1


pk(z j |x)PD
k (x)


λk|k−1(z j)


]
fk|k−1(x)


– Target intensity: fk|k(x) = f U
k|k(x) + f D


k|k(x)


• Information updated clutter intensity:


– Undetected clutter targets (generate no data): f U
k|k(φ) =


(
1 − PD


k (φ)
)


fk|k−1(φ)


– Detected clutter targets (generate data): f D
k|k(φ) =


[∑m
j=1


pk(z j |φ)PD
k (φ)


λk|k−1(z j)


]
fk|k−1(φ)


– Clutter target intensity: fk|k(φ) = f U
k|k(φ) + f D


k|k(φ)


λk|k−1(z) = λ̂k(z) +


∫
S


pk(z |x)PD
k (x) fk|k−1(x) dx, (6.15)


where


λ̂k(z) = pk(z |φ)PD
k (φ) fk|k−1(φ) (6.16)


is the predicted measurement clutter intensity. The probability PD
k (φ) in (6.16)


is the probability that a clutter target generates a measurement at time tk.
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The computational parts of the intensity filter are outlined in Table 6.1.
The table clarifies certain interpretive issues that are glossed over in the
discussion. Implementation methods are discussed elsewhere in this chapter.


Likelihood Function of the Data Set


Since fk|k(x) is the intensity of a PPP, it is reasonable to inquire about the
pdf of the data ηk =


(
mk,


{
z1, . . . , zmk


})
. The measurement intensity after the


information update of the target state intensity is, applying (2.86) on the
augmented space S+,


λk|k(z) =


∫
S+


pk(z |x) fk|k(x)dx . (6.17)


Therefore the pdf of the data ηk is


p(ηk) = e−
∫
Rnz λk|k(z)dz


mk∏
j=1


λk|k(z j)


= e−Nk|k


mk∏
j=1


λk|k(z j) , (6.18)


where


Nk|k =


∫
Rnz


λk|k(z)dz


=


∫
S+


(∫
Rnz


pk(z |x)dz
)


fk|k(x)dx


=


∫
Rnx


fk|k(x)dx (6.19)


is the estimated mean number of targets. The pdf ofηk is approximate because
fk|k(x) is an approximation.


6.2 Relationship to Other Filters


The modeling assumptions of the intensity filter are very general, and spe-
cializations are possible. The most important is the PHD filter discussed in
Section 6.2.1. By assuming certain kinds of a priori knowledge concerning
target birth and measurement clutter, and adjusting the filter appropriately,
the intensity filter reduces to the PHD filter. The differences between the
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intensity and PHD filters are nearly all attributable to the augmented state
space S+. That is, the intensity filter uses the augmented single target state
space S+ = S∪φ, while the PHD filter uses only the single target space S.
Using S practically forces the PHD filter to employ target birth and death
processes to model initiation and termination of targets.


A different kind of specialization is the marked multitarget intensity filter.
This is a parameterized linear Gaussian sum intensity filter that interprets
measurements as target marks. This interpretation is interesting in the con-
text of PPP target models because it implies that joint measurement-target
point process is a PPP. Details are discussed in Section 6.2.2.


6.2.1 Probability Hypothesis Density (PHD) Filter


The state φ is the basis for the on-line estimates of the intensities of the target
birth and measurement clutter PPPs given by (6.13) and 6.15), respectively.
If, however, the birth and clutter intensities are known a priori to be bk(x) and
λk(z), then the predictions b̂k(x) and λ̂k(z) can be replaced by bk(x) and λk(z).
This is the basic strategy taken by the PHD filter.


The use of a posteriori methods makes good sense in many applications.
For example, they can help regularize parameter estimates. These methods
can also incorporate information not included a priori in the Bayes filter. For
example, Jazwinski [49] uses an a posteriori method to derive the Schmidt-
Kalman filter for bias compensation. These methods may improve perfor-
mance, i.e., if the a priori birth and clutter intensities are more accurate or
stable than their on-line estimated counterparts, the PHD filter may provide
better tracking performance.


Given these substitutions, the augmented space is no longer needed and
can be eliminated. This requires some care. If the recursion is simply re-
stricted to S and no other changes are made, the filter will not be able to
discard targets and the target count may balloon out of control. To balance
the target birth process, the PHD filter uses a death probability before propa-
gating the multitarget intensity fk−1|k−1(x). This probability was intentionally
omitted from the intensity filter because transition into φ is target death, and
it is redundant to have two death models.


The death process is a Bernoulli thinning process applied to the PPP
at time tk−1 before targets transition and are possibly detected. Let dk−1(x)
denote the probability that a target at time tk−1 dies before transitioning
to time tk. The surviving target point process is a PPP and its intensity is
(1 − dk−1(x)) fk−1|k−1(x). Adding Bernoulli death and restricting the recursion
to S reduces the intensity filter to the PHD filter.
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Table 6.2 PHD Filter on the State Space S
INPUTS:
Data: z1:m = {z1, . . . , zm} ⊂ T at time tk
Target death probability function: dk−1(x) = Pr


[
target death at state x ∈ S at time tk−1


]
Target birth probability function: bk(x) = Pr


[
target birth at state x ∈ S at time tk


]
Probability of target detection: PD


k (x) at time tk
Measurement clutter intensity function: λk(z) at time tk


OUTPUT: fk|k(x) = PHDFilter
[


fk−1|k−1(x), dk−1(x), bk(x), λk(z), PD
k (x), z1:m


]
• Predicted target intensity : For x ∈ S,


– Surviving targets:
Sk(x) = (1 − dk−1(x)) fk−1|k−1(y)


– Propagated targets:
Sk(x) ←


∫
S
Ψk−1(x | y)Sk(y)dy


– Predicted target intensity:
fk|k−1(x) = bk(x) + Sk(x)


• Predicted measurement intensity:
IF m = 0, THEN fk|k(x) =


(
1 − PD


k (x)
)


fk|k−1(x) STOP
FOR j = 1 : m,


– Intensity contributions from predicted target intensity:
ν̂k(z j) =


∫
S


pk(z j |x)PD
k (x) fk|k−1(x)dx


– Predicted measurement intensity:
λk|k−1(z j) = λk(z j) + ν̂k(z j)


END FOR
• Information updated target intensity: For x ∈ S,


fk|k(x) =


1 − PD
k (x) +


m∑
j=1


pk(z j |x)PD
k (x)


λk|k−1(z j)


 fk|k−1(x)


• END


6.2.2 Marked Multisensor Intensity Filter (MMIF)


The intensity filter assumes targets have the same motion model, and that
the sensor measurement likelihood function is the same for all targets and
data. Such assumptions are idealized at best. An alternative approach is to
develop a parameterized intensity filter that accommodates heterogeneous
target motion models and measurement pdfs by using target-specific param-
eterizations. The notion of target-specific parameterizations in the context of
PPP target modeling seems inevitably to lead to the idea of modeling indi-
vidual targets as a PPP, and then using superposition to obtain the aggregate
PPP target model. Parameter estimation using the EM method is natural to
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superposition problems, as shown in Chapter 3. The marked multisensor
intensity filter (MMIF) is one instance of such an approach.


The MMIF builds on the basic idea that a target at state x is “marked” with
a measurement z. If the target is modeled as a PPP, then the joint measurement-
target vector (z, x) is a PPP on the Cartesian product of the measurement and
target spaces. This is an intuitively reasonable result, but the details needed
to see that it is true are postponed to Section 8.1. The MMIF uses a lin-
ear Gaussian target motion and measurement model for each target and
superposes them against a background clutter model. Since the Gaussian
components correspond to different targets, they need not have the same
motion model. Similarly, different sensor measurement models are possible.
Superposition therefore leads to an affine Gaussian sum intensity function
on the joint measurement-target space. The details of the EM method and
the final MMIF recursion are given in Appendix E.


The MMIF adheres to the “at most one measurement per target rule” but
only in the mean, or on average. It does this by reinterpreting the single
target pdf as a PPP intensity function, and by interpreting measurements as
the target marks. The expected number of targets that the PPP on the joint
measurement-target space produces is one.


Another feature of the MMIF is that the EM weights depend on the Kalman
filter innovations. The weights in other Gaussian sum filters often involve
scaled multiples of the measurement variances, resulting in filters that are
somewhat akin to “nearest neighbor” tracking filters.


The limitation of MMIF and other parameterized sum approaches is the
requirement to use a fixed number of terms in the sum. This strongly affects
its ability to model the number of targets. In practice, various devices can
compensate for this limitation, but they are not intrinsic to the filter.


6.3 Implementation


Simply put, targets correspond to the local peaks of the intensity function
and the areas of uncertainty correspond to the contours, or isopleths, of the
intensity. Very often in practice, isopleths are approximated by ellipsoids in
target state space corresponding to error covariance matrices. Methods for
locating the local peak concentrations of intensity and finding appropriate
covariance matrices to measure the width of the peaks are discussed in this
section.


Implementation issues for intensity filters therefore concern two issues.
Firstly, it is necessary to develop a computationally viable representation of
the information updated intensity function of the filter. Two basic representa-
tions are proposed, one based on particles and the other on Gaussian sums.
Secondly, postprocessing procedures are applied to the intensity function
representation to extract the number of detected targets, together with their
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estimated states and corresponding error covariance matrices. Analogous
versions of both issues arise in classical single target Bayesian filters.


The fact remains, however, that a proper statistical interpretation of target
point estimates and their putative error covariances is lacking for intensity
filters. The concern may be dismissed in practice because they are intuitively
meaningful and closely resemble their single target Bayesian analogs. The
concern is nonetheless worrisome and merits further study.


6.3.1 Particle Methods


The most common and by far the easiest implementation of nonlinear filters
is by particle, or sequential Monte Carlo (SMC), methods. In such methods
the posterior pdf is represented nonparametrically by a set of particles in
target state space, together with a set of associated weights, and estimated
target count. Typically these weights are uniform, so the spatial distribution
of particles represents the variability of the posterior density. An excellent
discussion of SMC methods for Bayesian single target tracking applications
is found in the first four chapters of [91].


Published particle methods for the general intensity filter are limited to
date to the PHD filter. Extensions to the intensity filter are not reported here.
An early and well described particle methodology (as well as an interesting
example for tracking on roads) for PHD filters is given in [98]. Particle
methods and their convergence properties for the PHD filter are discussed
in detail in a series of papers by Vo et al. [126]. Interested readers are urged
to consult them for specifics.


Tracking in a surveillance region R using SMC methods starts with an
initial set of particles and weights at time tk−1 together with the estimated
number of targets in R:{(


xk−1|k−1(`),wk−1|k−1(`)
)


: ` = 1, LSMC
}


and Nk−1|k−1 ,


where wk−1|k−1(`) = 1/LSMC for all `. For PHD filters the particle method
proceeds in several steps that mimic the procedure outlined in Table 6.2:


• Prediction. In the sequential importance resampling (SIR) method, predic-
tion involves thinning a given set of particles with the survival probability
1 − dk(x) and then stochastically transforming the survivors into another
particle set using the target motion model Ψk−1(y |x) with weights ad-
justed accordingly. Additional new particles and associated weights are
generated to model new target initializations.


• Updating. The particle weights are multiplicatively (Bayesian) updated
using the measurement likelihood function pk(z |x) and the probability of
detection PD


k (x). The factors are of the form
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168 6 Applications: Multiple Target Tracking1 − PD
k (x) +


m∑
j=1


pk(zk( j) |x)PD
k (x)


λk|k−1(z j)


 , (6.20)


where zk(1), . . . , zk(m) are the measurements at time tk. The updated par-
ticle weights are nonuniform.


• Normalization. Compute the scale factor, call it Nk|k, of the sum of the up-
dated particle weights. Divide all the particle weights by Nk|k to normalize
the weights.


• Resampling. Particles are resampled by choosing i.i.d. samples from the
discrete pdf defined by the normalized weights. Resampling restores the
particle weights to uniformity.


If the resampling step is omitted, the SMC method leads to particle weight
distributions that rapidly concentrate on a small handful of particles and
therefore poorly represents the posterior intensity. There are many ways to
do the resampling in practice.


By computing Nk|k before resampling, it is easy to see that


Nk|k ≈


∫
R


λk|k(x)dx


= E
[
Number of targets in R


]
. (6.21)


The estimated number of targets in any given subset R0 ⊂ R is


Nk|k(R0) =


(
Number of particles in R0


LSMC


)
Nk|k . (6.22)


The estimator is poor for sets R0 that are only a small fraction of the total
volume of R.


The primary limitations of particle approaches in many applications are
due to the so-called Curse of Dimensionality1: the number of particles needed
to represent the intensity function grows exponentially as the dimension
of the state space increases. Most applications to date seem to be limited
to four or five dimensions. The curse is so wicked that Moore’s Law (the
doubling of computational capability every 18 months) by itself will do little
to increase the effective dimensional limit over a human lifetime. Moore’s
Law and improved methods together will undoubtedly increase the number
of dimensions for which particle filters are practical, but it remains to be
seen if general filters of dimension much larger than say six can be treated
directly.


1 The name was first used in 1961 by Richard E. Bellman [8]. The name is apt in very
many problems; however, some modern methods in machine learning actually exploit
high dimensional embeddings.
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6.3.2 Mean Shift Algorithm


As is clear from the earlier discussion of PET, it is intuitively reasonable
to think of the multitarget intensity filter as a sequential image processing
method. In this interpretation an image comprises the “gray scales” of a set of
multidimensional voxels in the target state spaceRnx . Such an interpretation
enables a host of image processing techniques to be applied to the estimated
intensity function.


One technique that lends itself immediately to extracting target point
estimates from a particle set approach is the “mean-shift” algorithm. This
algorithm, based on ideas first proposed in [35], is widely used in computer
vision applications such as image segmentation and tracking. The mean-shift
algorithm is an EM algorithm for Gaussian kernel density estimators and
a generalized EM algorithm for non-Gaussian kernels [11]. The Gaussian
kernel is computationally very efficient in the mean-shift method.


Denote the non-φ particle set representing the PPP intensity at time tk by{
xk|k(`) : ` = 1, . . . ,LSMC


}
.


The intensity function is modeled as a scalar multiple of the kernel estimator


λk(x) = Ik


LSMC∑
`=1


N (x ; xk|k(`), Σker) , (6.23)


where N (x ; xk|k(`), Σker) is the kernel. The covariance matrixΣker is specified,
not estimated. Intuitively, the larger Σker, the fewer the number of local
maxima in the intensity (6.23), and conversely. The scale factor Ik > 0 is
estimated by the particle filter and is taken as known here.


The form (6.23) has no parameters to estimate, so extend it by defining


λk(x ; µ) = Ik


LSMC∑
`=1


N
(
x ; xk|k(`) − µ, Σker


)
, (6.24)


where µ is an unknown rigid translation of the intensity (6.23). It is not hard
to see that the ML estimate of µ is a local maximum of the kernel estimate,
that is, a point estimate for a target. The vector µ is estimated from data using
the EM method. The clever part is using an artificial data set with only one
point in it, namely, the origin.


Let r = 0, 1, . . . denote the EM iteration index, and let µ(0) be a specified
initial value for the mean. The auxiliary function is given by Eqn. (3.20) with
m = 1, x1 = 0, L = LSMC, θ` = µ, and


λ`
(
x ; µ


)
≡ Ik N


(
x ; xk|k(`) − µ, Σker


)
.
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The bounded surveillance region R is taken to be Rnx . Define the weights


w`


(
µ(r)


)
=


N
(
0; xk|k(`) − µ(r), Σker


)
∑LSMC
`′=1 N


(
0; xk|k(`′) − µ(r), Σker


)
=


N
(
xk|k(`) ; µ(r), Σker


)
∑LSMC
`′=1 N


(
xk|k(`′) ; µ(r), Σker


) . (6.25)


The auxiliary function in the present case requires no sum over j as done in
(3.20), so


Q(µ ; µ(r)) = −Ik +


LSMC∑
`=1


w`


(
µ(r)


)
log


{
Ik N


(
0;xk|k(`) − µ, Σker


)}
. (6.26)


The EM update of µ is found by taking the appropriate gradient, yielding


µ(r+1) =


∑LSMC
`=1 w`


(
µ(r)


)
xk|k( j)∑LSMC


`=1 w`
(
µ(r)) . (6.27)


Substituting (6.25) and canceling the common factor gives the classical mean-
shift iteration:


µ(r+1) =


∑LSMC
`=1 N


(
xk|k(`) ; µ(r), Σker


)
xk|k(`)∑LSMC


`=1 N
(
xk|k(`) ; µ(r), Σker


) . (6.28)


The update of the mean is a convex combination of the particle set. Conver-
gence to a local maximum µ(r)


k → x̂k|k is guaranteed as r → ∞.
Different initializations are needed for different targets, so the mean shift


algorithm needs a preliminary clustering method to initialize it, as well as to
determine the number of peaks in the data correspond to targets. Also, the
size of the kernel depends somewhat on the number of particles and may
need to be adjusted to smooth the intensity surface appropriately.


6.3.3 Multimode Algorithms


Identifiability remains a problem with the mean shift algorithm, that is, there
is no identification of the point estimate to a target except through the way
the starting point of the iteration is chosen. This may cause problems when
targets are in close proximity.


One way to try to resolve the problem is to use the particles themselves
as points to feed into another tracking algorithm. This method exploits se-
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rial structure in the filter estimates and may disambiguate closely spaced
targets. However, particles are serially correlated and do not satisfy the con-
ditional independence assumptions of measurement data, so the resulting
track estimates may be biased.


6.3.4 Covariance Matrices


Matrix CRBs


The true error covariance matrix of the ML point estimate computed by the
mean shift method is not available; however, the CRB can be evaluated using
(4.21). This CRB is appropriate if the available data are reasonably modeled
as realizations of a PPP with intensity (6.24). If the intensity (6.24) function
is a high fidelity model of the intensity, the FIM of µ is


J(µ) = IkΣ
−1
kerΣ(µ)Σ−1


ker , (6.29)


where the matrix Σ(µ) is


Σ(µ) =


L∑
`=1


L∑
`′=1


∫
Rnx


w(x, µ ; `, `′)
(
x−xk|k(`) +µ


)(
x−xk|k(`′) +µ


)T
dx (6.30)


and the weighting function is


w(x, µ ; `, `′) =
N


(
x ; xk|k(`) − µ, Σker


)
N


(
x ; xk|k(`′) − µ, Σker


)
∑LSMC
`′′=1 N


(
x ; xk|k(`′′) − µ, Σker


) . (6.31)


The CRB is J−1(µ) evaluated at the true value of µ. Because the integral is
over all of Rnx , a change of variables shows that the information matrix J(µ)
is independent of the true value of µ. This means that the FIM is not target
specific.


A local bound is desired, since the mean shift algorithm converges to a
local peak of the intensity. By restricting the intensity model to a specified
bounded gate G⊂Rnx , the integral in (6.30) is similarly restricted. The matrix
Σ(µ) is thus a function of G. The gated CRB is local to the gate, i.e., it is a
function of the target within the gate.


OIM: The Surrogate CRB


The OIM is the Hessian matrix of the negative loglikelihood evaluated at the
MAP point estimate; it is often used as a surrogate for Fisher information
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when the likelihood function is complicated. Its inverse is the surrogate CRB
of the estimate x̂k|k. The construction of OIMs for the mean-shift algorithm is
implicit in [11].


The loglikelihood function of µ using the intensity function (6.23) and the
one data point x1 = 0 is


log p(µ) = −Ik LSMC + log


LSMC∑
`=1


N (xk|k(`) ; µ, Σker)


 .
Direct calculation gives the general expression


∇µ


[
∇µ logp(µ)


]T
= Σ−1


ker +
1
κ2


LSMC∑
`=1


N (µ ; xk|k(`), Σker)Σ−1
ker


(
µ − xk|k(`)


)
×


LSMC∑
`=1


N (µ ; xk|k(`), Σker)Σ−1
ker


(
µ − xk|k(`)


)
T


−
1
κ
Σ−1


ker


LSMC∑
`=1


N (µ ; xk|k(`), Σker)
(
µ − xk|k(`)


)(
µ − xk|k(`)


)T
 Σ−1


ker ,


where the normalizing constant is


κ =


LSMC∑
`=1


N (µ ; xk|k(`), Σker) .


The observed information matrix is evaluated at the MAP estimate µ = x̂k|k.


The middle term is proportional to
[
∇µ p(µ)


] [
∇µ p(µ)


]T
and so is zero any


stationary point of p(µ), e.g., at the MAP estimate µ = x̂k|k. The OIM is
therefore


OIM
(
x̂k|k


)
= Σ−1


ker


− Σ−1
ker



∑LSMC
`=1 N (x̂k|k ; xk|k(`), Σker)


(
x̂k|k − xk|k(`)


)(
x̂k|k − xk|k(`)


)T∑LSMC
`=1 N (µ ; xk|k(`), Σker)


Σ−1
ker .


(6.32)


The CRB surrogate is OIM−1
(
x̂k|k


)
. The inverse exists because the OIM is


positive definite at x̂k|k. This matrix is, in turn, a surrogate for the error
covariance matrix.


The OIM for x̂k|k can be computed efficiently in conjunction with any
EM method (see [61] for a general discussion). As noted in Section 4.7, the
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statistical interpretation of the OIM is unresolved in statistical circles. Its
utility should be carefully investigated in applications.


6.3.5 Gaussian Sum Methods


An alternative to representing the PPP intensity using particle filters is to
use a Gaussian sum instead. An advantage of this method is that the clus-
tering and track extraction issues are somewhat simpler, that is, target state
estimates and covariance matrices are extracted from the means and vari-
ances of the Gaussian sum instead of a myriad of particles. The Gaussian
sum approach is especially attractive for linear Gaussian target motion and
measurement models because the prediction and information update steps
are closed form, assuming constant survival and detection functions (i.e., the
PPP thinning functions are independent of state).


Gaussian sum implementations of the PHD filter are carefully discussed
by Vo and his colleagues [124]. In this approach, an unnormalized Gaussian
sum is used to approximate the intensity. These methods are important
because they have the potential to be useful in higher dimensions than
particle filters. In the end, however, Gaussian sum intensity filters will also
suffer from the curse of target state space dimensionality.


Gaussian sum methods for intensity estimation comprises several steps:


• Prediction. The target intensity at time tk−1 is a Gaussian sum, to which
is added a target birth process that is modeled by a Gaussian sum. The
prediction equation for every component in the Gaussian sum is identical
to a Kalman filter prediction equation.


• Component Update. For each point measurement, the predicted Gaussian
components are updated using the usual Kalman update equations. The
update therefore increases the number of terms in the Gaussian sum if
there is more than one measurement. This step has two parts. In the first,
the means and covariance matrices are evaluated. In the second, the coef-
ficients of the Gaussian sum are updated by a multiplicative procedure.


• Merging and Pruning. The components of the Gaussian sum are merged
and pruned to obtain a “nominal” number of terms. Various reasonable
strategies are available for such purposes, as detailed in [124]. This step is
the analog of resampling in the particle method.


Some form of pruning is necessary to keep the size of the Gaussian sum
bounded over time, so the last – and most heuristic – step cannot be omitted.


Left out of this discussion are details that relate the weights of the Gaussian
components to the estimated target count. These details can be found in [124].
For nonlinear target motion and measurement models, [124] proposes both
the extended and the unscented Kalman filters. Vo and his colleagues also
present Gaussian sum implementations of the CPHD filter in [124] and [125].
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6.3.6 Regularization


Intensity filters are in the same class of stochastic inverse problems as image
reconstruction in emission tomography — the sequence t0, t1, . . . , tk of inten-
sity filter estimates fk|k(x) is essentially a movie (in dimension nx) in target
state space. As discussed in Section 5.7, such problems suffer from serious
noise and numerical artifacts. The high dimensionality of the PPP parameter,
i.e., the number of voxels of the intensity function, makes regularization a
priority in all applications. Regularization for intensity filters is a relatively
new subject. Methods such as cardinalization are inherently regularizing.


Grenander’s method of sieves used in Section 5.7 for regularizing PET
adapts to the intensity filter, but requires some additional structure. The
sieve kernel k0(x |u) is a pdf on S+, so that∫


S+
k0(x |u)dx = 1 (6.33)


for all points u in the discrete-continuous spaceU+ = U∪φ. As before, the
choice of kernel and space U+ is very flexible. The multitarget intensity at
every time tk, k = 0, 1, . . . , is restricted to the collection of functions of the
form


fk|k(x) =


∫
U+


k0(x |u)ζk|k(u)du for some ζk|k(u) > 0 . (6.34)


The kernel k0 can be a function of time tk if desired. The restriction (6.34) is
also imposed on the predicted target intensity:


fk|k−1(x) =


∫
U+


k0(x |u)ζk|k−1(u)du for some ζk|k−1(u) > 0 . (6.35)


Substituting (6.35) into the predicted measurement intensity (6.3) gives


λk|k−1(z) =


∫
U+


p̃k(z |u)ζk|k−1(u)du , (6.36)


where


p̃k(z |u) =


∫
S+


pk(z |x)k0(x |u)dx . (6.37)


is the regularized measurement likelihood function.
An intensity filter is used to update ζk|k(u). This filter employs a transition


function Φk−1( · | · ) to provide a dynamic connection between the current
intensity ζk−1|k−1(u) and predicted intensity ζk|k−1(u). The function Φk−1( · | · )
is specified for all u and v inU+ and is, in principle, any reasonable function,
but in practice is linked to the target motion model Ψk−1( · | · ).
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One way to define Φk−1( · | · ) requires defining an additional kernel. Sub-
stitute (6.34) into the predicted detected target intensity to obtain


fk|k−1(x) =


∫
S+


fk−1|k−1(y)Ψk−1(x | y)dy


=


∫
S+


(∫
U+


k0(y |u)ζk−1|k−1(u)du
)
Ψk−1(x | y)dy


=


∫
U+


Ψ̃k−1(x |u)ζk−1|k−1(u)du ,


where


Ψ̃k−1(x |u) =


∫
S+
Ψk−1(x | y)k0(y |u)dy . (6.38)


Define a Bayesian kernel k1(v |x) so that∫
U+


k1(v |x)dv = 1 (6.39)


for all points x ∈ S+. Like the sieve kernel k0( · ), the Bayesian kernel k1(v |x)
is very flexible. It is easily verified that the function


Φk−1(v |u) =


∫
S+


k1(v |x)Ψ̃k−1(x |u)dx (6.40)


is a valid transition function for all k0( · ) and k1( · ).
Given the intensity ζ̂k−1|k−1(u) from time tk−1, the predicted intensity


ζ̂k|k−1(u) at time tk is defined by


ζ̂k|k−1(u) =


∫
U+


Φk−1(u |v) ζ̂k−1|k−1(v)dv .


The information updated intensity ζ̂k|k(u) is evaluated via the intensity filter
using the regularized measurement pdf (6.37) and the predicted measure-
ment intensity (6.36). The regularized target state intensity at time tk is the
integral


fk|k(x) =


∫
U+


k(x |u) ζ̂k|k(u)du . (6.41)


The regularized intensity fk|k(x) depends on the sieve and Bayesian kernels
k0( · ) and k1( · ).


The question of how best to define the k0( · ) and k1( · ) kernels depends
on the application. It is common practice to define kernels using Gaussian
pdfs. As mentioned in Section 5.7, the sieve kernel is a kind of measurement
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smoothing kernel. If dim(U) < dim(S), the Bayesian kernel disguises ob-
servability issues, that is, many points x ∈ S map with the same probability
to a given point u ∈ U. This provides a mechanism for target state space
smoothing.


6.4 Estimated Target Count


Estimating the number of targets present in the data is a difficult hypothesis
testing problem. In a track before detect (TBD) approach, it is a track man-
agement function that is integrated with the tracking algorithm. Intensity
filters seem to offer an alternative way to integrate, or fuse, the multitarget
track management and state estimation functions.


6.4.1 Sources of Error


Accurate knowledge of the target detection probability function PD
k (x) is


crucial to correctly estimating target count. An incorrect value of PD
k (x) is a


source of systematic error. For example, if the filter uses the value PD
k (x) = .5


but in fact all targets always show up in the measured data, the estimated
mean target count will be high by a factor of two. This example is somewhat
extreme but it makes the point that correctly setting the detection probability
is an important task for the track management function. The task involves
executive knowledge about changing sensor performance characteristics,
as well as executive decisions external to the tracking algorithm about the
number of targets actually present — decisions that feedback to validate
estimates of PD


k (x). Henceforth, the probability of detection function PD
k (x) is


assumed accurate.
There are other possible sources of error in target count estimates. Birth-


death processes can be difficult to tune in practice, regardless of whether they
are modeled implicitly as transitions into and out of a state φ in the intensity
filter, or explicitly as in the PHD filter. If in an effort to detect new targets
early and hold track on them as long as possible, births are too spontaneous
and deaths are too infrequent, the target count will be too high on average.
Conversely, it will be too low with delayed initiation and early termination.
Critically damped designs, however that concept is properly defined in this
context, would seem desirable in practice. In any event, tuning is a function
of the track management system.


Under the PPP model, the estimated expected number of targets in a
given region,A, is the integral overA of the estimated multitarget intensity.
Because the number is Poisson distributed, the variance of the estimated
number of targets is equal to the mean number. This large variance is an
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unhappy fact of life. For example, if 10 targets are present, the standard
deviation on the estimated number is


√
10 ≈ 3.


It is therefore foolhardy in practice to assume that the estimated of the
number of targets is the number that are actually present. Variance reduction
in the target count estimate is a high priority from the track management
point of view for both intensity and PHD filters.


6.4.2 Variance Reduction


The multisensor intensity filter discussed in Section 6.5 reduces the variance
by averaging the sensor-level intensity functions over the number of sensors
that contribute to the filter. Consequently, if the individual sensors estimate
target count correctly, so does the multisensor intensity filter.


Moreover, and just as importantly, the variance of the target count estimate
of the multisensor intensity filter is reduced by a factor of M compared to that
of a single sensor, where M is the number of sensors, assuming for simplicity
that the sensor variances are identical.


This important variance reduction property is analogous to estimators
in other applications. An especially prominent and well known example
is power spectral estimation of wideband stationary time series. For such
signals the output bins of the DFT of a non-overlapped blocks of sampled
data are distributed with a mean level equal to the signal power in the
bin, and the variance equal to the mean. This property of the periodogram
is well known, as is the idea of time averaging the periodogram, i.e., the
non-overlapped DFT outputs, to reduce the variance of spectral estimates.2


The Wiener-Khinchin theorem justifies averaging the short term Fourier
transforms of nonoverlapped data records as a way to estimate the power
spectrum with reduced variance. In practice, the number of DFT records
averaged is often about 25.


The multisensor intensity filter is low computational complexity, and ap-
plicable to distributed heterogeneous sensor networks. It is thus practical and
widely useful. Speculating now for the sheer fun of it, if the number of data
records in a power spectral average carries over to multisensor multitarget
tracking problems, then the multisensor intensity filter achieves satisfactory
performance for many practical purposes with about 25 sensors.


2 Averaging trades off variance reduction and spectral resolution. It was first proposed by
M. S. Bartlett [6] in 1948.
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6.5 Multiple Sensor Intensity Filters


To motivate the discussion, consider the SPECT application of Section 5.4. In
SPECT, a single gamma camera is moved to several view angles and a snap-
shot is taken of light observed emanating from gamma photon absorption
events. The EM recursion given by Eqn. (5.67) is the superposition of the
intensity functions estimated by each of the camera view angles. Intuitively,
since different snapshots cannot contain data from the same absorption event,
the natural way to fuse the multiple images into one image is to add them.
The theoretical justification is that, since the number of absorptions is un-
known and Poisson distributed, the estimates of the spatial distribution of
the radioisotope that are obtained from different view angles are indepen-
dent, not conditionally independent, so the intensity functions (images) are
superposed.


The general multisensor filtering problem is not concerned with gamma
photon absorptions, but rather with physical entities (aircraft, ships, etc.) that
persist over long periods of time — target physics are very different from
the physics of photons. Nonetheless, for reasons discussed at the beginning
of this chapter, a PPP multitarget model is used for single sensor multitarget
tracking. It is assumed, very reasonably, that the same PPP target model holds
regardless of how many sensors are employed to detect and track targets.
The analogy with SPECT is now clear: each sensor in the multisensor filtering
problem is analogous to a camera view angle in SPECT, and the sensor-level
data are analogous to the camera snapshot data.


The PPP multitarget model has immediate consequences. The most im-
portant is that conditionally independent sensors are actually independent
due to the independence property of PPPs discussed in Section 2.9. The
multisensor intensity filter averages the sensor-level intensities [111]. The
reason the sensor intensities are averaged and not simply added is that tar-
gets are persistent (unlike absorption events). Adding the intensities “over
count” targets because each sensor provides its own independent estimate
of target intensity.


The possibility of regularization at the multisensor level is not considered
explicitly. Although perhaps obvious, the multisensor intensity filter is fully
compatible with sensor-level regularization methods.


Let the number of sensors be M ≥ 1. It is assumed that the target detection
probability functions, PD


k (x ; `), ` = 1, . . . ,M, are specified for each sensor. The
sensor-specific state space coverage is defined by


Ck(`) =
{
x ∈ S : PD


k (x ; `) > 0
}
. (6.42)


In homogeneous problems the sensor coverages are identical, i.e., Ck(`) ≡ Ck
for all `. Heterogeneous problems are those that are not homogeneous.


Two sensors with the same coverage need not have the same, or even
closely related, probability of detection functions. As time passes, homoge-


Poisson Point Processes: Imaging, Tracking, and Sensing 


RTO-EN-SET-157(2010) 5 - 29 







6.5 Multiple Sensor Intensity Filters 179


neous problems may turn into heterogeneous ones, and vice versa. In prac-
tice, it is probably desirable to set a small threshold to avoid issues with very
small probabilities of detection. Homogeneous and heterogeneous problems
are discussed separately.


6.5.1 Identical Coverage Sensors


For ` = 1, . . . ,M, let the measurement space of sensor ` beZ(`). Denote the
measurement pdf by pk(z |x ; `), where z(`) ∈ Z(`) is a point measurement.
The predicted measurement intensity is


λk|k−1(z ; `) =


∫
S+


pk(z |x ; `)PD
k (x ; `) fk|k−1(x)dx , z ∈ Z(`) . (6.43)


The measured data from sensor ` is


ξk(`) = (mk(`), {zk(1 ; `), . . . , zk(mk(`) ; `)}) . (6.44)


The sensor-level intensity filter is


fk|k(x ; `) = Lk(ξk(`) |x ; `) fk|k−1(x) , (6.45)


where the Bayesian information update factor is


Lk(ξk(`) |x ; `) = 1 − PD
k (x ; `) +


mk(`)∑
j=1


pk(zk( j ; `) |x ; `)PD
k (x ; `)


λk|k−1(zk( j ; `) ; `)
. (6.46)


The multisensor intensity filter is the average:


f Fused
k|k (x) =


1
M


M∑
`=1


fk|k(x ; `)


=
1
M


 M∑
`=1


Lk(ξk(`) |x ; `)


 fk|k−1(x) . (6.47)


If the sensor-level intensity filters are maintained by particles, and the num-
ber of particles is the same for all sensors, the multisensor averaging filter is
implemented merely by pooling all the particles (and randomly downsam-
pling to the desired particle size, if desired).


Multisensor fusion methods sometimes rank sensors by some relative
quality measure. This is unnecessary for the multisensor intensity filter. The
reason is that sensor quality, as measured by the probability of detection
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functions PD
k (x ; `) and the sensor measurement pdfs pk(z |x ; `), is automati-


cally included in (6.47).
The multisensor intensity filter estimates the number of targets as


NFused
k|k =


∫
S


f Fused
k|k (x)dx


=
1
M


M∑
`=1


∫
S


fk|k(x ; `)dx


=
1
M


M∑
`=1


Nk|k(`) , (6.48)


where Nk|k(`) is the number of targets estimated by sensor `. Taking the
expectation of both sides gives


E
[
NFused


k|k


]
=


1
M


M∑
`=1


E
[
Nk|k(`)


]
. (6.49)


If the individual sensors are unbiased on average, or in the mean, then
E[Nk|k(`)] = N for all `, where N is the true number of targets present. Con-
sequently, the multisensor intensity filter is also unbiased.


The estimate Nk|k(`) is Poisson distributed, and the variance of a Poisson
distribution is equal to its mean, so


Var[Nk|k(`)] = N , ` = 1, . . . ,M .


The variance of the average in (6.48) is the average of the variances, since the
terms in the sum are independent. Thus,


Var
[
NFused


k|k


]
=


1
M


M∑
`=1


Var
[
Nk|k(`)


]
=


N
M
. (6.50)


In words, the standard deviation of the estimated target count in the multi-
sensor intensity filter is smaller than that of individual sensors by a factor of
√


M, where M is the number of fielded sensors. This is an important result
for spatially distributed networked sensors.


The averaging multisensor intensity filter is derived by Bayesian methods
in [111]. It is repeated here in outline. The Bayesian derivation of the single
sensor intensity filter in Appendix D is a good guide to the overall structure
of most of the argument.


The key is to exploit the PPP target model on the augmented space S+.
Following the lead of Eqn. (D.5) in Appendix D, the only PPP realizations
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with nonzero likelihood have mk =
∑M
`=1 mk(`) microtargets. The mk PPP


microtargets are paired with the mk sensor data points, so the overall joint
likelihood function is the product of the sensor data likelihoods given the
microtarget assignments. This product is then summed over all partitions of
the mk microtargets into parts of size mk(1), . . . ,mk(M).


The sum over all partitions is the Bayes posterior pdf on the event space
E(S+). It is a very complex sum, but it has important structure. In particular,
the single target marginal pdfs are identical, that is, the integrals over all but
one microtarget state are all the same. After tedious algebraic manipulation,
the single target marginal pdf is seen to be


pFused
X (x) =


1
mk


M∑
`=1


Lk(ξk(`) |x ; `) fk|k−1(x) , x ∈ S+ . (6.51)


The mean field approximation is now invoked as in Eqn. (D.13). Under this
approximation, f Fused


k|k (x) = cpFused
X (x), where the constant c > 0 is estimated.


From (6.17) and (6.18), the measurement intensity is


λFused
k|k (z) = c


∫
S+


pk(z |x)pFused
X (x)dx , (6.52)


so the likelihood function of c given the data sets ξk(`) is


L (c ; ξk(1), . . . , ξk(M)) =


M∏
`=1


e−
∫
S+ cpFused


X (x)dx
mk(`)∏
j=1


λFused
k|k (zk( j ; `))



∝ e−cM cmk .


Setting the derivative with respect to c to zero and solving gives ML estimate
ĉML =


mk
M . The multisensor intensity filter is ĉML pFused


X (x). Further purely
technical details of the Bayesian derivation provide little additional insight,
so they are omitted.


The multiplication of the conditional likelihoods of the sensor data hap-
pens at the PPP event level, where the correct associations of sensor data to
targets is assumed unknown. The result is that the PPP parameters — the in-
tensity functions — are averaged, not multiplied. The multisensor intensity
filter therefore cannot reduce the area of uncertainty of the extracted target
point estimates. In other words, the multisensor intensity averaging filter
cannot improve spatial resolution. Intuitively, the multisensor filter achieves
variance reduction in the target count by foregoing spatial resolution of the
target point estimates.
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6.5.2 Heterogeneous Sensor Coverages


When the probability of detection functions are not identical, the multisensor
intensity filter description is somewhat more involved. At each target state
x the only sensors that are averaged are those whose detection functions
are nonzero at x. This leads to a “quilt-like” fused intensity that may have
discontinuities at the boundaries of sensor detection coverages.


The Bayesian derivation of (6.47) outlined above assumes that all the
microtargets of the PPP realizations can be associated to any of the M sensors.
If, however, any of these microtargets fall outside the coverage set of a sensor,
then the assignment is not valid. The way around the problem is to partition
the target state space appropriately.


The total coverage set


C = ∪M
`=1 C(`) (6.53)


contains points in target state space that are covered by at least one sensor.
PartitionC into disjoint, nonoverlapping sets Bρ that comprise points covered
by exactly ρ sensors, ρ = 1, . . . ,M. Now partition Bρ into subsets Bρ,1, . . . , Bρ, jρ
that are covered by different combinations of ρ sensors. To simplify notation,
denote the sets


{
Bρ j


}
by {Aω}, ω = 1, 2, . . . , Ω. The sets are disjoint and their


union is all of C:


C = ∪Ωω=1Aω , Ai∩A j = ∅ for i , j . (6.54)


No smaller number of sets satisfies (6.54) and also has the property that each
setAω in the partition is covered by the same subset of sensors.


The overall multisensor intensity filter operates on the partition {Aω}.
The assignment assumptions of the multisensor intensity filter are satisfied
in each of the setsAω. Thus, the overall multisensor filter is


f Fused
k|k (x) =


1
|Aω|


 ∑
`∈I (Aω)


Lk(ξk(`) |x ; `)


 fk|k−1(x) , x ∈Aω . (6.55)


where I (Aω) are the indices of the sensors that contribute to the coverage
ofAω, and |Aω| is the number of sensors that do so.


The multisensor intensity filter is thus a kind of “patchwork” with the
pieces being the sets Aω of the partition. The variance of the multisensor
filter is not the same throughout C — the more sensors contribute to the
coverage of a set in the partition, the smaller the variance in that set.
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6.6 Historical Note


The PHD (Probability Hypothesis Density) filter ([66], [67] and references
therein) was pioneered by Mahler beginning about 1994. Mahler was ap-
parently influenced in this work [66, p. 1154] by an intriguing approach to
additive evidence accrual proposed in 1993 by Stein and Winter [108]. An
alternative and more insightful bin-based derivation of the PHD filter was
discovered in 2008 by Erdinc, Willett, and Bar Shalom [29].


The intensity filter of Streit and Stone [117] is very similar to the PHD fil-
ter, differing from it primarily in its use of an augmented target state space,
S


+, instead of birth-death processes to model target initiation and termina-
tion. The PHD filter is recovered from the intensity filter by modifying the
posterior intensity. This paper is the source of the Bayesian approach to the
intensity filter given in Section 6.1. The other two approaches presented in
that section follow the discussion given in [112]. It draws on the connec-
tions to PET to gain intuitive insight into the interpretation of the PPP target
model. These approaches greatly simplify the mathematical discussion sur-
rounding intensity filters since it builds on work already presented in earlier
chapters for PET imaging.


The multisensor intensity filter was first derived in 2008 by Streit [111]
using a rigorous Bayesian methodology, followed by the same kind of PPP
approximation as is used in the single sensor intensity filter. The general mul-
tisensor problem was presented for both homogeneous and heterogeneous
sensor coverage. The theoretical and practice importance of the variance re-
duction property of the averaging multisensor filter was also discussed in
the same paper.


Mahler [66] reports a product form for the multisensor PHD filter. It is
unclear if the product form estimates target count correctly. The problem
arises from the need for each of the sensor-level integrals of intensity as well
as the multisensor integral of intensity to estimate the target count. In any
event, the multisensor intensity filter and the multisensor PHD filter take
quite different forms, and therefore are different filters.


The MMIF tracking filter is new. It was developed by exploring connec-
tions between intensity filters and the PMHT (Probabilistic Multiple Hy-
pothesis Tracking) filter, a Gaussian mixture (not Gaussian sum) approach to
multitarget tracking developed by Streit and Luginbuhl [113, 114, 115] that
dates to 1993. These connections reveal the PPP underpinnings of PMHT.
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Bayesian Derivation of Intensity Filters


The multitarget intensity filter is derived by Bayesian methods in this ap-
pendix. The posterior point process is developed first, and then the posterior
point process is approximated by a PPP. Finally, the last section discusses the
relationship between this method and the “first moment”approximation of
the posterior point process.


The steps of the intensity filter are outlined in Fig. 6.1. The PPP interpre-
tations of these steps are thinning, approximating the Bayes update with a
PPP, and superposition. The PPP at time tk is first thinned by detection. The
two branches of the thinning are the detected and undetected target PPPs.
Both branches are important. Their information updates are different. The
undetected target PPP is the lesser branch. Its information update is a PPP.
The detected target branch is the main branch, and its information update
comprises two key steps. Firstly, the Bayes update of the posterior point
process of Ξk on E(S+) given data up to and including time tk is obtained.
The posterior is not a PPP, as is seen below from the form of its pdf in (D.10).
Secondly, the posterior point process is approximated by a PPP, and a low
computational complexity expression for the intensity of the approximating
PPP is obtained. The two branches of detection thinning are recombined by
superposition to obtain the intensity filter update.


D.1 Posterior Point Process


The random variables Ξk−1|k−1, Ξk|k−1, and Υk|k−1 are defined as in Section C.
The state space of Ξk−1|k−1 and Ξk|k−1 is E(S+), where E(S+) is a union of sets
defined as in (2.1). Similarly, the event space of Υk|k−1 is E(T ), not T .


The process Ξk−1|k−1 is assumed to be a PPP, so it is parameterized by
its intensity fk−1|k−1(s), s ∈ S+. A realization ξk ∈ E(S+) of Ξk−1|k−1 is thinned
by a death probability function dk−1(s), assumed known, and subsequently
diffused to time tk via the single target transition functionΨk−1(y |x). Thinning


249


Poisson Point Processes: Imaging, Tracking, and Sensing 


RTO-EN-SET-157(2010) 5 - 35 







250 D Bayesian Derivation of Intensity Filters


and diffusing Ξk−1|k−1 yields the predicted target PPP Ξk|k−1. Its intensity is,
using (2.83),


fk|k−1(x) =


∫
S+
Ψk−1(x |s) (1−dk−1(s)) fk−1|k−1(s)ds. (D.1)


The integral in (D.1) is defined as in (2.97).
The point process Ξk|k is the sum of detected and undetected target pro-


cesses, denoted by ΞD
k|k and ΞU


k|k, respectively. They are obtained from the
same realizations of Ξk|k−1, so they would seem to be highly correlated.
However, the number of points in the realization is Poisson distributed, so
they are actually independent. See Section 2.9.


The undetected target process ΞU
k|k is the predicted target PPP Ξk|k−1


thinned by 1− PD
k (s), where PD


k (s) is the probability of detecting a target
at s. Thus ΞU


k|k is a PPP, and


f U
k|k(x) = (1−PD


k (x)) fk|k−1(x) (D.2)


is its intensity.
The detected target process ΞD


k|k is the predicted target PPP Ξk|k−1 that is
thinned by PD


k (s) and subsequently updated by Bayesian filtering. Thinning
yields the predicted PPP ΞD


k|k−1, and


f D
k|k−1(x) = PD


k (x) fk|k−1(x) (D.3)


is its intensity.
The predicted measurement process Υk|k−1 is obtained from ΞD


k|k−1 via the
pdf of a single point measurement z ∈ T conditioned on a target located at
s ∈ S+. The quantity pk(z |φ) is the likelihood of z if it is a false alarm. See
Section 2.12. Thus, Υk|k−1 is a PPP on T and


λk|k−1(z) =


∫
S+


pk(z |s)PD
k (s) fk|k−1(s)ds , (D.4)


is its intensity.
The measurement set is υk = {m, {z1, . . . ,zm}, where z j ∈ T . The conditional


pdf of υk is defined for arbitrary target realizations ξk = (n, {x1, . . . , xn}) ∈
E(S+). All the points x j of ξk, whether they are a true target (x j ∈ R


nx ) or
are clutter (x j = φ), generate a measurement so that only when m = n is
the measurement likelihood non-zero. The correct assignment of point mea-
surements to targets in ξk is unknown. All such assignments are equally
probable, so the pdf averages over all possible assignments of data to false
alarms and targets. Because φ is a target state, the measurement pdf is
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pΥk |Ξk (υk |ξk) =


{ 1
m!


∑
σ∈Sym(m)


∏m
j=1 pk(zσ( j) |x j), m = n


0, m , n,
(D.5)


where Sym(m) is the set of all permutations on the integers {1, 2, . . . ,m}.
The lower branch of (D.5) is a consequence of the “at most one measure-


ment per target”rule together with the augmented target state space S+.
To elaborate, the points in a realization ξ of the detected target PPP are tar-
gets, some of which have state φ. The augmented state space accommodates
clutter measurements by using targets in φ, so only realizations with m = n
points have nonzero probability.


The posterior pdf of ΞD
k|k on E(S+) is, from (C.5),


pk|k(ξk) = pΥk |Ξk (υk |ξk)
pk|k−1(ξk)
πk|k−1(υk)


. (D.6)


The pdf’s pk|k−1(ξk) and πk|k−1(υk) of ΞD
k|k−1 and Υk|k−1 are given in terms of


their intensity functions using (2.12):


pk|k−1(ξk) =
1


m!
exp


(
−


∫
S+


f D
k|k−1(s)ds


) m∏
j=1


f D
k|k−1(x j) (D.7)


πk|k−1(υk) =
1


m!
exp


(
−


∫
T


λk|k−1(z)dz
) m∏


j=1


λk|k−1(z j) . (D.8)


From (D.3) and (D.4), ∫
S+


f D
k|k−1(s)ds =


∫
T


λk|k−1(z)dz . (D.9)


Substituting (D.7), (D.8), and (D.5) into (D.6) and using obvious properties
of permutations gives the posterior pdf of ΞD


k|k:


pk|k(ξk) =
1


m!


∑
σ∈Sym(m)


m∏
j=1


pk(zσ( j) |x j)PD
k (x j) fk|k−1(x j)


λk|k−1(zσ( j))
. (D.10)


If ξk does not contain exactly m points, then pk|k(ξk) = 0. Conditioning ΞD
k|k


on m points gives the pdf of the points of the posterior process as


pk|k(x1, . . . , xm) =
1


m!


∑
σ∈Sym(m)


m∏
j=1


pk(zσ( j) |x j)PD
k (x j) fk|k−1(x j)


λk|k−1(zσ( j))
. (D.11)


The pdf (D.11) holds for x j ∈ S
+, j = 1, . . . ,m .
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D.2 PPP Approximation


The pdf of the posterior point process ΞD
k|k is clearly not that of a PPP. This


causes a problem for the recursion. One way around it is to approximateΞD
k|k


by a PPP and recursively update the intensity of the PPP approximation.
The pdf pk|k(x1, . . . , xm) = pk|k(xσ(1), . . . , xσ(m)) for all σ ∈ Sym(m); therefore,


integrating it over all of arguments except, say, the `th argument gives the
same result regardless of the choice of `. The form of the “single target
marginal” is, using (D.4),


pk|k(x`) ≡
∫
S+
· · ·


∫
S+


pk|k(x1, . . . , xm)
m∏


i=1
i,`


dxi


=
1


m!


∑
σ∈Sym(m)


∫
(S+)m−1


m∏
j=1


pk(zσ( j)|x j)PD
k (x j) fk|k−1(x j)


λk|k−1(zσ( j))


m∏
i=1
i,`


dxi


=
1


m!


m∑
r=1


∑
σ∈Sym(m)
and σ(`)=r


pk(zσ(`) |x`)PD
k (x`) fk|k−1(x`)


λk|k−1(zσ( j))


=
1
m


m∑
r=1


pk(zr |x`)PD
k (x`) fk|k−1(x`)


λk|k−1(zr)
. (D.12)


This identity holds for arbitrary x` ∈ S+.
The joint conditional pdf is approximated by the product of its marginal


pdf’s:


pk|k(x1, . . . , xm) ≈
m∏


j=1


pk|k(x j). (D.13)


The product approximation is called a mean field approximation in the
machine learning community [50, pp. 35–36]. Both sides of (D.13) integrate
to one.


The marginal pdf is proportional to the intensity of the approximating
PPP. Let f D


k|k(x) = cpk|k(x) be the intensity. The likelihood function of the
unknown constant c is


L (c |ξk) =
1


m!
e−


∫
S+ cpk|k(s)ds


m∏
j=1


(
cpk|k(x j)


)
∝ e−c cm .


The maximum likelihood estimate is ĉML = m, so that
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f D
k|k(x) =


m∑
r=1


pk(zr|x)PD
k (x) fk|k−1(x)


λk|k−1(zr)
(D.14)


is the intensity of the approximating PPP.


Altogether Now


The PPP approximation to the point processΞk|k is the sum of the undetected
target PPP ΞU


k|k and the PPP that approximates the detected target process
ΞD


k|k. Hence,


fk|k(x) = f U
k|k(x) + f D


k|k(x) , x ∈ S+


=


1 − PD
k (x) +


m∑
r=1


pk(zr |x)PD
k (x)


λk|k−1(zr)


 fk|k−1(x) (D.15)


is the updated intensity of the PPP approximation to Ξk|k.
The intensity filter comprises equations (D.1), (D.4), and (D.15). The first


two equations are more insightful when written in traditional notation. From
(D.1),


fk|k−1(x) = b̂k(x) +


∫
S


Ψk−1(x |s) (1 − dk−1(s)) fk−1|k−1(s)ds, (D.16)


where the predicted target birth intensity is


b̂k(x) = Ψk−1(x |φ) (1 − dk−1(φ)) fk−1|k−1(φ). (D.17)


Also, from (D.4),


λk|k−1(z) = λ̂k(z) +


∫
S


pk(z |s)PD
k (s) fk|k−1(s) ds , (D.18)


where


λ̂k(z) = pk(z |φ)PD
k (φ) fk|k−1(φ) (D.19)


is the predicted measurement clutter intensity.
The above derivation of the intensity and PHD filters was first given


in [117]. A more intuitive “physical space” approach is given by [29]. An
analogous derivation for multisensor multitarget intensity filter is given in
[111].
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D.3 First Moment Intensity and Janossy Densities


An alternative method is often used in the literature to obtain the intensity
function (D.14) for the detected target posterior point process. The process
ΞD


k|k is not a PPP, but it is a finite point process because its realizations
contain exactly m points. The general machinery of finite point processes is
thus applicable toΞD


k|k. An excellent reference for general finite point process
theory is [16].


Let ξ = (N,X|N) denote a realization of ΞD
k|k, where N is the number of


points and X|N is the point set. From [16, Sect. 5.3], the Janossy probability
density of a finite point process is defined by


jn (x1, . . . , xn) = pN(n)pX|N ({x1, . . . , xn} |n) for n = 0, 1, 2, . . . . (D.20)


Janossy densities were encountered (but left named) early in Chapter 2, Eqn.
(2.10). Using the standard argument list as in (2.13) gives


jn (x1, . . . , xn) = n!pN(n)pX|N (x1, . . . , xn |n) for n = 0, 1, 2, . . . . (D.21)


Intuitively, from [16, p. 125],


jn (x1, . . . , xn) = Pr


 Exactly n points in a realization
with one point in each infinitesimal


[xi + dxi), i = 1, . . . , n


 . (D.22)


Now, for the finite point process ΞD
k|k, pN(m) = 1 and pN(n) = 0 if n , m,


so only one of the Janossy functions is nonzero. The Janossy densities are


jn (x1, . . . , xn) =


{
m!pk|k(x1, . . . , xm) , if n = m ,


0 , if n , m , (D.23)


where pk|k(x1, . . . , xm) is the posterior pdf given by (D.11). The first moment
intensity is denoted in [16] by m1(x). From [16, Lemma 5.4.III], it is given in
terms of the Janossy density functions by


m1(x) =


∞∑
n=0


1
n!


∫
S+
· · ·


∫
S+


jn+1(x, x1, . . . , xn)dx1 · · ·dxn . (D.24)


From (D.23), only the term n = m − 1 is nonzero, so that


m1(x) =
1


(m − 1)!


∫
S+
· · ·


∫
S+


m!pk|k (x, x1, . . . , xm−1) dx1 · · ·dxm−1 . (D.25)


The integral (D.25) is exactly m times the integral in Eqn. (D.12), so the first
moment approximation to ΞD


k|k is identical to the intensity (D.14).


 


Poisson Point Processes: Imaging, Tracking, and Sensing 


5 - 40 RTO-EN-SET-157(2010) 


 





		StreitChapter6andAppendixD

		AppendixD.pdf










Aspects of Sensor Networks


Matthias Weiß
Fraunhofer-Institut für Hochfrequenzphysik und Radartechnik FHR


Passive Sensoren und Klassifizierung
Neuenahrer Straße 20, 53343 Wachtberg, Germany


E-Mail: matthias.weiss@fhr.fraunhofer.de


Abstract


In many surveillance and tracking systems multi-sensor configurations are used to provide
a greater depth of information on the target and likewise to increase the robustness of the
sensor network to survive individual sensor failure.
This lecture investigates several aspects of sensor networks and illustrates various properties
of distributed networks composed of identical sensors.


1 Introduction


Sensor networks are very attractive for reconnaissance and surveillance applications as they
provide more information from the same target, which helps to identify, classify, and track
it. Furthermore, sensor networks possess a higher probability to survive if individual sensors
fail. Looking at a sensor network and its operation these can be divided into two main
categories:


• mono-type and


0Weiß, M. (2010) Aspects of Sensor Networks. In Multisensor Fusion: Advanced Methodologies and
Applications (pp. 10-1 — 10-15). Educational Notes RTO-EN-SET-157, Paper 10. Neuilly-sur-Seine, France:
RTO. Available from: http://www.rto.nato.int.abstracts.aps.
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• multi-type sensor networks.


Networks composed of different sensor types allow to determine various characteristics of
the same target and therefore improve the classification and identification task, but not nec-
essarily the target localization accuracy.
Depending on the arrangement of the sensors in the network a further classification can be
introduced as


• colocated network and
• distributed sensor network.


Any combination of these first categories is possible, but generally different sensors are
located nearby to observe the same area. An example of a colocated mono-type sensor net-
work is the virtual linear array antenna, composed of several transmit and receive antennas
arranged along a straight line [1]. For such a configuration the signal processing will be
performed by a central processing unit, which ensures that the network operates coherently.
The common architecture of distributed multi-sensor networks is to install a preprocessing
at each receiver node and transfer the results over a high-speed communication link to a fur-
ther processing stage for data fusion. Depending on the signal bandwidth and complexity of
the distributed network also a central processing solution may be feasible, depending on the
communication link between the nodes and the central unit [2].
The advantage of a distributed mono-type sensor network is the possibility of bi-/multistatic
operation. That implies, a receiver node is able to receive echoes from the target illuminated
from different transmit nodes. Furthermore, spatially distributed mono-type sensor networks
offer more degrees of freedom than a system with one sensor. These multiple-input multiple-
output (MIMO) networks support flexible time-energy management modes, exhibit higher
angular resolution, show an improved parameter estimation, and facilitate high resolution
target localization accuracy with an improved detectability by exploiting target echo (RCS)
diversity [3]. An optimal MIMO network comprises multiple transmitters and multiple re-
ceivers to pick-up the reflected signal. Radar systems with their all-day, all weather ability
are promising sensors for MIMO networks for surveillance applications in defence and civil-
ian categories. On the contrary, if a networks is composed of different sensor types each
node can only operate in a monostatic configuration.


A MIMO network can be split up into two principal categories of operation based on trans-
mitter usage [10]:


• spatial multiplexing and
• space time transmit diversity
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In the spatial multiplexing case, each transmit node in the network has an unique orthogonal
coded signal, which is transmitted in the same frequency channel. If these electromagnetic
waves arrive at the receive node, the receiver can separate these signals by matched filters,
creating as many parallel channels as transmit nodes exists. Spatial multiplexing is a very
powerful technique for increasing MIMO network capacity and can be used with or without
transmit channel knowledge.
In contrast to the spatial multiplexing case all transmit nodes share the same waveform and
frequency channel in the space time transmit diversity case. Due to this, always only one
transmitter is active. After the transmitted and reflected signal has arrived at all receive
nodes the next transmitter will emit a signal. As the time t0 of each firing is known the
receivers can assign the received signal to the corresponding transmitter [3].


The following sections of this lecture will focus on MIMO radar networks, representative
for all other mono-type sensor networks, and will discuss some essential design aspects to
obtain the optimal performance for a given configuration.


2 Synchronisation


In a sensor network synchronisation between all nodes is essential for the performance of the
system and can be parted in three areas: timing, frequency, and phase. Timing synchronisa-
tion is needed between transmit and receive nodes for range measurement and typically an
accuracy in the order of a fraction of the transmitted compressed pulse is required τ = 1/B,
where B is the signal bandwidth [4].


If the network nodes are not too far separated from each other synchronising the stable local
oscillators can be achieved by connecting them together by cable, fibre or direct commu-
nication link. If there is no direct line of sight available, time synchronisation can also be
achieved via a scattering signal (clutter) or even a scattering of the troposphere. A prereq-
uisite is that the scattering volume is detected by transmit and receive antenna lobes. This
method is not suitable to stabilize two local oscillators via a phase-locked loop as one can
aspect a large variation (jitter) in the time base if the scattering body moves, for instance by
gusts of wind. Commercially available are a range of various qualities of stable oscillators
ranging from a simple quartz oscillators, temperature controlled quartz with single or double
ovens for stable operating temperature, to more expensive atomic clocks such as rubidium or
caesium oscillators.


Due to the inherent aging and instability, the local references must be continuously re-
synchronised on a time interval, which depends on the required stability and coherence in
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the network. The stability directly influences the coherent integration time in the sensor
network. Another important aspect of reference oscillators in a distributed MIMO radar net-
work is their phase noise characteristic. While in a single sensor system and its monostatic
operation the received echo has some correlation with the transmitted signal, even at great
distances, such a correlation does not exist in a MIMO network with several independent
reference clocks.


Phase noise is a representation of random fluctuations in the phase of a waveform and is spec-
ified in frequency domain for a given frequency offset from the carrier e.g. £ = 110 dBc at
10 Hz and/or in time domain by the two-point variance (Allan variance) for a set of time in-
tervals. Particularly for detecting slow moving targets which introduce a small Doppler shift
a low phase noise close to the carrier is very important for the Doppler processing. Attention
has to be paid when the system is mounted on a vibrating platform, such as an airplane, as
oscillators are sensitive against accelerations and phase noise will degrade [5]. A comparison
between some standard oscillators and their single sideband noise (£ in [dBc/Hz]) is shown
in table 1.


Table 1: Comparison of various stable oscillators at 10 MHz
TCXO OCXO OCXO(BVA) MCXO Rubidium Cesium GPS


temperature
stability 1·10−6 2·10−8 1·10−10 2·10−8 2·10−8 2·10−8 —


drift per day 1·10−8 1·10−10 5·10−12 5·10−11 5·10−13 3·10−14 3·10−14


short-time
stability σy(τ) 1·10−9 1·10−12 5·10−13 1·10−10 5·10−12 — —


1s 1·10−10 1·10−11 1·10−12 2·10−8 1·10−11 6·10−11 —


100 s 3·10−10 1·10−11 1·10−12 2·10−8 1·10−13 6·10−12 —


1 day 1·10−12 3·10−12 3·10−12 5·10−10 1·10−13 6·10−12 —


£ @ 1Hz -50 -100 -122 -115 -80 -85 —


£ @ 10Hz -80 -130 -137 -135 -98 -125 —


£ @ 100Hz -110 -140 -145 -145 -137 -135 —


£ @ 1kHz -120 -145 -156 -150 -150 -140 —


If no direct synchronisation is possible, as the baseline is too large for any cable or fibre,
or no line-of-sight exists, the local oscillators of each network node can be indirectly syn-
chronised by use of a Global Navigation Satellite System (GNSS) which provides a highly
stable time reference. This time reference, the 1 Pulse-Per-Second (PPS) signal, can be used
to discipline the local oscillator. The uncertainty in time of a 1PPS is in the order of 100 ns
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or less. If two GNSS receivers are receiving navigation signals from the same satellites,
which is possible up to a distance of 8000 km between them, an accuracy of 5...20 ns can
be achieved, even if the selective available (SA) signal is activated. Only the location of the
GNSS receiver must known precisely (≤ 1 m). This can be easily obtained by an averaging
of the calculated position from the GNSS data over several days. Figure 1 shows the phase
difference between two temperature controlled crystal oscillators which were disciplined by
different GPS receivers and their PPS signal. The standard deviation of the 1PPS signal was
50 ns for each GPS receiver. Each GPS receiver has been set into the mobile mode, which
means that the receiver has to solve the full set of equations to determine the position and
time for each GPS epoch. Therefore, a lower variance can be expected if both GPS units
works in the stationary mode, where the location of the GPS receiver is known and only the
time has to be determined from the GPS signals [6].
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Figure 1: Measured phase difference between two GPS disciplined TCXO at 10 MHz


In this configuration the local oscillator determines the short time stability, while the long
time stability is determined by the stability of the GPS system. As long as the receiver is
locked to the GPS, the long time stability is ensured. In the case of GPS jamming or receiver
unlock, the stability of the local oscillator unit will determine the drift due to aging and
temperature changes etc.


2.1 Phase synchronisation


For Doppler or MTI processing phase coherence between transmit and receive nodes has to
be established, which allows to reject clutter or chaff. The phase coherence can be obtained
in the same ways as time coherence. Using indirect phase synchronisation, which is the best
solution, involves high-precision oscillators at the network nodes that are re-synchronised
via the 1PPS provided by the GNSS receiver. Over the whole coherent integration time τk
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the phase stability has to be guaranteed and equal to ∆φ / 2πfτk [4]. For a ground based
bistatic radar with a center frequency of 3 GHz, a maximum phase deviation of ∆φ = 4◦ =


0, 07 mrad and a coherent integration time of ∆τk = 1 ms the required oscillators stability is
3.7 ·10−12. This requirement can be fulfilled with a temperature-controlled crystal oscillator,
as can be taken from table 1.


Likewise the phase synchronisation can be achieved by a direct signal, if a line-of-sight
exists. If the synchronisation takes place along each transmit pulse a phase stability can
be reached of ∆φ / 2πf∆Trt, with ∆Trt denoting the travelling time difference between
transmitter-target-receiver and the direct signal transmitter-receiver. ∆φ is the allowed phase
difference in rad. If an accuracy of ∆φ = 4◦ = 0, 07 rad is requested at a center frequency
of f = 10 GHz and the time difference ∆Trt = 1 ms (∆rrt = 300 km) the oscillator must
have a stability of 10−9, which can easily be achieved by a simple quartz oscillator.


3 Ambiguity function


An important tool to evaluate radar or sonar signal processing performance in terms of range
and Doppler resolution as well as clutter rejection is the ambiguity function. The concept of
ambiguity function was first introduced by Woodward [7]. It is a two dimensional function
of time delay and Doppler frequency χ(τ, fD)) showing the absolute envelope of the output
of the receiver matched filter when the input to the filter is a Doppler shifted version of the
original transmitted signal. The ambiguity function is determined only by the properties of
the received pulse and the matched filter, which represents the transmitted pulse, and not any
specific target scenario. Many definitions of the ambiguity function exist. Several focus on
narrowband signals and other are applicable to describe the propagation delay and Doppler
relationship of wideband signals. For a complex baseband signal s(t), which fulfils the
narrowband condition 2vBT/c� 1, where v is the target velocity,B is the signal bandwidth,
T is the pulse duration, and c is the speed of propagation, the narrowband ambiguity function
is given by [7]: ∣∣χ(τ, fD)


∣∣2 =
∣∣∣ ∫ ∞
−∞


s(t) · s∗(t− τ) · ej2πfDt dt
∣∣∣2 (1)


where ∗ denotes the complex conjugate and fD the Doppler shift in frequency. An important
assumption for the target is that its scattering properties do not change over the pulse duration
and with the look angles and that is only slowly manoeuvring.


The monostatic ambiguity function was developed for a single colocated transmit/receive
pair and is fairly well developed and understood [8]. It has been shown that the ambiguity
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function arises from the detection and parameter estimation problems joined with a slowly
fluctuating point target being observed in additive white Gaussian noise.


For bistatic geometry the simple relationship between time delay and range and between tar-
get velocity and Doppler shift is no longer valid and therefore Tsao et al. [9] have developed
the bistatic ambiguity function. It is shown that the bistatic geometry has a strong influence
on the ambiguity function χ(τ, fD), which can be written as:∣∣∣χ(RRH


, RRA
, VH , VA, θR, L)


∣∣∣2 =
∣∣∣ ∫ ∞
−∞


s(t− τa(RRA
, θR, L)) · s∗(t− τH(RRH


, θR, L))


· exp{−j(ωDH(RRH
, VH , θR, L)


−ωDA(RRA
, VA, θR, L)) t} dt


∣∣∣2 (2)


in which RR and RT are the ranges from the target to the receiver respectively to the trans-
mitter, V is the target radial velocity, θR is the angle of the target measured from the receiver,
L is the bistatic baseline, τ is the transmitter-target-receiver delay time, and the subscription
H and A denote the hypothesized and actual values.


The important difference between the monostatic (1) and bistatic ambiguity function (2) is
that the geometrical layout of the transmitter, receiver and target are now taken into account.
This can have a significant effect on the form of the ambiguity function and the resulting
range and Doppler resolutions. For the following examples a pulse is considered with a
complex envelope described by a simple Gaussian shape:


s(t) =


(
1


π T 2


)1/4


exp


(
− t2


2T 2


)
−∞ ≤ t ≤ ∞ , (3)


with T the pulse duration. The monostatic ambiguity function for such a pulse is shown
in Fig. 2. The following parameters where assumed for the simulations of the ambiguity
function: pulse duration T = 120µs, time delay τ = 400µs, and center frequency fc =


50 MHz. All figures show the considered geometry (left subplot), the normalized ambiguity
function as a function of velocity and target range from the receiver (center plot), and an
equal-height contour plot (right subplot). As the linear relationship between delay and range,
and Doppler shift and radial velocity is no more valid in the bistatic case the ambiguity
function is plotted with respect to range and velocity. For the monostatic case these plots are
identical. However, when targets are near or even crossing the bistatic baseline the bistatic
ambiguity function changes dramatically, as shown in Fig. 3 and Fig. 4. Especially if the
target crosses the baseline perpendicularly no resolution in range or Doppler can be obtained,
hence, the bistatic ambiguity function in this area is zero, regardless of the position of the
target on the baseline and the velocity.
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Figure 2: Monostatic ambiguity function plot of Gaussian pulse: left figure shows the geom-
etry, center figure a three dimensional plot, and on the right side a contour plot is shown.


Figure 3: Bistatic ambiguity function plot of Gaussian pulse: left figure shows the geometry,
center figure a 3 dimensional plot in the range-velocity plane, and on the right side a contour
plot is shown.


For a MIMO radar network, which can be seen as a composition of several bistatic transmit
receive pairs, the ambiguity function is formulated based on the bistatic ambiguity function.
It is assumed that the network is composed of M transmitters and N receivers. In that case
the network showsMN bistatic pairs. To simplify the derivation of the multistatic ambiguity
function the same assumptions are made as for the bistatic ambiguity function. Furthermore,
it is assumed that the network is coherent. This implies that the echoes arriving at different
time instances can be processed jointly. Similar to the bistatic radar ambiguity analysis, the
multistatic radar ambiguity function is developed by the following three steps [10]:


(i) For each transmitter-receiver-pair the bistatic ambiguity (2) function is calculated
(ii) Calculating a weighting factor according to received signal intensity


Pij =
PiGiGj λ


2σB
(4π)3R2


txi→tR
2
t→rxj


(4)


wij =
Pij


Max(Pij)
(5)
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Figure 4: Bistatic ambiguity function plot of Gaussian pulse: left figure shows the geometry,
center figure a 3 dimensional plot in the range-velocity plane, and on the right side a contour
plot is shown.


(iii) To formulate multistatic radar ambiguity function using the results from previous cal-
culations:


χmulti =


∣∣∣∣∣ 1


M2N2


M∑
i=1


N∑
j=1


wijχij


∣∣∣∣∣
2


(6)


A multistatic radar model has been developed for a comprehensive understanding of multi-
static radar ambiguity performance. It is assumed that the fixed transmitters and receivers
are located in one plane and the target is moving in another plane, which is parallel to the
transmitter-receiver plane. This tool is very useful to evaluate the performance of a given
multistatic network.


4 Target localisation


Due to their improved target parameter estimation capability distributed MIMO radar net-
works are very attractive for system designers. In particular their improved angular resolution
capability and ability to separate multiple targets [12], [13], to improve parameter identifica-
tion [14], and to improve radar performance by exploiting radar cross section (RCS) diversity
is very attractive for surveillance applications [15]. Likewise MIMO radar networks can han-
dle slow moving targets by exploiting Doppler estimates from multiple directions [16] and
feature a highly accurate estimation of target position [17], [18].


The estimation of target localisation in a MIMO radar network can be performed in a coher-
ent or non-coherent way based on best linear unbiased estimator (BLUE).
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The distributed MIMO radar network consists ofM transmit andN receive nodes, which are
located in the two-dimensional plane (x, y). The transmitters are located at Tk = (xtk, ytk),
with k = 1, ...,M , and the coordinates of the receivers are Rl = (xrl, yrl). Each transmitter
emits an orthogonal waveform, with a lowpass equivalent sk(t), k = 1, ...,M . All wave-
forms are narrowband signals fulfilling the assumption of (B/fc)


2 � 1. The target at the
position X = (x, y) has a complex radar cross section ζ , which does not change over the
aspect angle, and introduces a time delay τlk for each received signal. Taking into account
these assumptions the equivalent lowpass received signal at receiver l can be described by
[20]:


rl(t) =
M∑
k=1


ζsk(t− τlk)e−j2πfcτlk + nl(t) (7)


with nl(t) the complex Gaussian white noise. The target location can be computed by the
time difference of arrival (TDOA) of the received signal to more than two receivers. In
Eq. (7) the time delays τlk , which are determined by the location of the target, the transmit-
ters, and receivers, are given by the following relation:


τlk =
1


c


[√
(xtk − x)2 + (ytk − y)2 +


√
(xrl − x)2 + (yrl − y)2


]
(8)


The target localisation processing uses the well-established multilateration principle and can
be performed coherently or non-coherently. In the non-coherent case each receiver node in
the MIMO network has only timing information on all emitted waveforms, but no knowledge
of the phase. Hence, as no phase information is available for non-coherent localisation the
received signal in Eq. (7) simplifies to:


rl(t) =
M∑
k=1


αlksk(t− τlk) + nl(t) (9)


where αlk are unknown complex amplitudes effected by the targets radar cross section and
the phase offset between transmitter and receiver.


The goal of the multi radar network is to estimate the target position X = (x, y). This can
be achieved by formulating the maximum likelihood estimate (MLE) using the equation sets
given by Eq. (7). Another way to determine the target location is to estimate first the time
delays τlk from the equations formed by Eq. (8) and to compute in a second step the position
by employing multilateration principles.


Another approach proposed by Godrich et al. [11] uses a linear model in estimating the time
delays τlk given by the output of the matched filter to the transmitted signals sk(t). For a
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fully coherently operating radar network, each node has global time and phase information,
and the estimation is given by:


χc,lk(τlk) = ζ∗
∫


rl(t) · s∗k(t− τlk) ej2πfcτlk dt . (10)


The only unknown parameter which has to be estimated as well is the complex radar cross
section ζ , which introduces an unknown phase shift. The integration has to be taken over the
pulse duration of the transmitted signal sk(t).


For a non-coherent network, where no phase information is available, Eq. (10) simplifies to:


χnc,lk(τlk) = α∗lk


∫
rl(t) · s∗k(t− τlk) dt (11)


The unknown complex amplitudes αlk have no impact on determining the time delays as
they are independent from each other.


4.1 Position dilution of precision (PDOP)


A good tool for visualizing locating accuracy for a given multistatic radar network layout is
the PDOP mapping, which was originated with launching the Loran-C navigation system and
came into much wider usage with GPS [21]-[24]. The dilution of precision can be interpreted
as an expression which describes the impact of the positions of the transmit and receive nodes
of a sensor network on the relationship between the estimated time delay and the localization
errors. Hence, plots of PDOP give a deep insight in the achievable localization accuracy for
a given set multisite radar network configuration.


For each measurement error a corresponding dilution of precision can be defined. For the
two dimensional case, where X = (x, y), it is:


PDOP =


√
σ2
x + σ2


y


σR
(12)


TDOP =


√
σ2
t


σR
(13)


GDOP =
√
PDOP 2 + TDOP 2 (14)


where σ2
R is the standard deviation of the range estimation, defined by standard deviation


of the time delays c2σ2
t , σ2


x and σ2
y are the variances of the localization on the x and y


axis, respectively. Furthermore we define two more DOP’s, one for the horizontal x-axis
HxDOP =


√
σ2
x/σR and one for the horizontal y-axis HyDOP =


√
σ2
y/σR.
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In Fig. 5 contour maps of the PDOP for a non-coherent (left plot) and coherent (plot on the
right side) radar network are shown. The multistatic radar network consists of 4 transmitters
and receivers, equally placed on a circle. Each transmitter emits orthogonal waveforms and
the receivers estimate the time delay. From these estimated time delays the target position
is determined by solving Eq. (10) or for the non-coherent case Eq. (11). The green and red


Figure 5: PDOP contour plot with 4 transmitters and 4 receivers radar network symmet-
rical placed. Left figure shows the accuracy of non-coherent and right figure the coherent
processing case, respectively. ( c©IEEE 2009, from [20])


dots in the PDOP maps represent the transmitters and receivers of the radar network. For
the coherent case a target located inside the network circle shows lower PDOP values than
targets located outside. In comparison to the non-coherent case the accuracy does not change
much for target inside the observation circle and the lowest PDOP value is obtained at the
center. Outside the radar network the localization errors rises dramatically for the coherent
case. If the network operates non-coherently the best PDOP is between each transmit-receive
pair and degrades smoothly in both directions from the baseline.


In the second example the transmitters and receivers form nearly a semicircle, as depicted
in Fig. 6 by red and green dots. Clearly visible is the degradation of the accuracy of mea-
surements for the coherent case, in comparison to the symmetrical configuration. These
examples show that high localisation accuracy can be obtained if the target is encircled by
the nodes of the radar network. Hence, the location of transmitters and receivers has to be
chosen carefully to obtain the demanded accuracy. In contrast to the coherent case the non-
coherent processing does not show significant degradation in comparison to a symmetrical
setup.


Maps of PDOP represent a very useful tool for showing the accuracy which can be ob-
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Figure 6: PDOP contour plot with 4 transmitters and 4 receivers asymmetrical placed radar
network. Left figure shows the non-coherent case and on the right hand the coherent case.
( c©IEEE 2009, from [20])


tained for a given radar constellation or for choosing the best node locations to cover a given
surveillance area.


5 Conclusion


It has been shown that multistatic radar network performance depends not only on radar pa-
rameters, but also on the chosen geometry.
Overall multistatic radar networks have many advantages and can increase the performance
of a single radar unit easily. However, these benefits come at the cost of an increased com-
plexity and a high demand on synchronising all nodes in the network.
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